MULTIFRACTAL ANALYSIS OF QUOTIENTS OF BIRKHOFF SUMS FOR COUNTABLE MARKOV MAPS
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Abstract. This paper is devoted to study multifractal analysis of quotients of Birkhoff averages for countable Markov maps. We prove a variational principle for the Hausdorff dimension of the level sets. Under certain assumptions we are able to show that the spectrum varies analytically in parts of its domain. We apply our results to show that the Birkhoff spectrum for the Manneville-Pomeau map can be discontinuous, showing the remarkable differences with the uniformly hyperbolic setting. We also obtain results describing the Birkhoff spectrum of suspension flows. Examples involving continued fractions are also given.

1. Introduction

Multifractal analysis is a branch of the dimension theory of dynamical systems. It typically involves decomposing the phase space into level sets where some local quantity takes a fixed value, say \( a \). The standard problems are to find the Hausdorff dimension of these sets and to determine how the dimension varies with the parameter \( a \). In hyperbolic dynamical systems there are several local quantities which can be studied in such a way. These quantities are dynamically defined, examples are local dimensions of Gibbs measures, Birkhoff averages of continuous functions and local entropies of Gibbs measures. In this setting we normally find two types of results, on the one hand variational principles are obtained to determine the dimension of the level sets and on the other thermodynamic formalism is used to prove that the spectra varies in an analytic way. See [Ba] for an overview of some of these results.

In this note we consider the multifractal analysis for quotients of Birkhoff averages for a countable branch Markov map. In the case of expanding finite branch Markov maps on the interval the multifractal analysis for Birkhoff averages or quotients of Birkhoff averages of continuous functions is well understood, for example see [BS1, FLW, O, FLP, C]. In particular, if the Markov map is expanding, \( C^{1+\varepsilon} \) and the continuous functions are Hölder the multifractal spectra vary analytically [BS1]. However, it turns out that substantial differences can occur in the case where there are countably many branches and Birkhoff averages are studied, note that the space is no longer compact. In this setting, phase transitions may occur, for example see the work in [FJLR, II, KMS]. Nevertheless, the dimension of sets in the multifractal decomposition can still generally be found by a conditional variational principle. Our aim is to extend these results to fairly general quotients of Birkhoff averages.
sums and with additional assumptions examine the smoothness of the multifractal spectra. Note that the multifractal analysis of quotients of Birkhoff sums has already been studied in [KU] but with the assumption that the denominator is the Lyapunov exponent.

One motivation for our work is that studying quotients of Birkhoff averages for a countable branch Markov map can relate to studying Birkhoff averages for a finite branch non-uniformly expanding map. In [JJOP] multifractal analysis for Birkhoff on finite branch non-uniformly expanding maps was studied, while a conditional variational principle was obtained the question of how the spectra varied was not fully addressed. By tackling this problem via countable state expanding maps we are able to obtain new results for Hölder functions in this setting and to show that while in some regions the spectrum varies analytically it is also possible for it to have discontinuities. Another motivation is to study related problems for suspension flows where Birkhoff averages on the flow correspond to quotients of Birkhoff averages for the base map.

Let us be more precise and define the dynamical systems under consideration. Denote by $I = [0, 1]$ the unit interval. We consider the class of EMR (expanding-Markov-Renyi) interval maps.

**Definition 1.1.** A map $T : I \to I$ is an EMR map, if there exists a countable family $\{I_i\}$ of closed intervals (with disjoint interiors $\text{int} I_i$) with $I_i \subset I$ for every $i \in \mathbb{N}$, satisfying

1. The map is $C^2$ on $\bigcup_{i=1}^{\infty} \text{int} I_i$,
2. There exists $\xi > 1$ and $N \in \mathbb{N}$ such that for every $x \in \bigcup_{i=1}^{\infty} I_i$ and $n \geq N$ we have $|T^n(x)| > \xi^n$.
3. The map $T$ is Markov and it can be coded by a full-shift on a countable alphabet.
4. The map satisfies the Renyi condition, that is, there exists a positive number $K > 0$ such that

$$\sup_{n \in \mathbb{N}} \sup_{x,y,z \in I_n} \frac{|T''(x)|}{|T'(y)||T'(z)|} \leq K.$$ 

The repeller of such a map is defined by

$$\Lambda := \{x \in \bigcup_{i=1}^{\infty} I_i : T^n(x) \text{ is well defined for every } n \in \mathbb{N} \}.$$ 

For simplicity we will also assume that zero is the unique accumulation point of the set of endpoints of $\{I_i\}$. The Markov structure assumed for EMR maps $T$, allows for a good symbolic representation (see Section 2.1).

**Example 1.2.** The Gauss map $G : (0, 1] \to (0, 1]$ defined by

$$G(x) = \frac{1}{x} - \left[\frac{1}{x}\right],$$

where $\lfloor \cdot \rfloor$ is the integer part, is an EMR map.
For $\phi \in \mathcal{R}$ and $\psi \in \mathcal{R}_\eta$ (see Definition 2.1 for a precise definition of the class of potentials $\mathcal{R}$ and $\mathcal{R}_\eta$) we will denote

$$
\alpha_m = \inf \left\{ \lim_{n \to \infty} \frac{\sum_{i=0}^{n-1} \phi(T^i x)}{\sum_{i=0}^{n-1} \psi(T^i x)} : x \in \Lambda \right\}
$$

and

$$
\alpha_M = \sup \left\{ \lim_{n \to \infty} \frac{\sum_{i=0}^{n-1} \phi(T^i x)}{\sum_{i=0}^{n-1} \psi(T^i x)} : x \in \Lambda \right\}.
$$

Throughout the paper we will assume that $\alpha_m \neq \alpha_M$ since otherwise our results become trivial. Note that, since the space $\Lambda$ is not compact, it is possible for $\alpha_M$ to be infinity. For $\alpha \in [\alpha_m, \alpha_M]$ we define the level set of points having Birkhoff ratio equal to $\alpha$ by

$$
J(\alpha) = \left\{ x \in \Lambda : \lim_{n \to \infty} \frac{\sum_{i=0}^{n-1} \phi(T^i x)}{\sum_{i=0}^{n-1} \psi(T^i x)} = \alpha \right\}.
$$

Note that these sets induce the so called multifractal decomposition of the repeller,

$$
\Lambda = \bigcup_{\alpha=\alpha_m}^{\alpha_M} J(\alpha) \bigcup J',
$$

where $J'$ is the irregular set defined by,

$$
J' = \left\{ x \in \Lambda : \text{the limit } \lim_{n \to \infty} \frac{\sum_{i=0}^{n-1} \phi(T^i x)}{\sum_{i=0}^{n-1} \psi(T^i x)} \text{ does not exists} \right\}.
$$

The multifractal spectrum is the function that encodes this decomposition and it is defined by

$$
b(\alpha) = \dim_H(J(\alpha)),
$$

where $\dim_H(\cdot)$ denotes the Hausdorff dimension (see Subsection 2.2). The form of our results depend upon the value of $\alpha$. We will split the open interval $(\alpha_m, \alpha_M)$ into two subsets. Firstly we define

$$
\underline{\alpha} = \inf \left\{ \alpha \in \mathbb{R} : \text{there exists } \{x_n\}_{n \in \mathbb{N}} \text{ where } \lim_{n \to \infty} x_n = 0 \text{ and } \lim_{n \to \infty} \frac{\phi(x_n)}{\psi(x_n)} = \alpha \right\}
$$

and

$$
\overline{\alpha} = \sup \left\{ \alpha \in \mathbb{R} : \text{there exists } \{x_n\}_{n \in \mathbb{N}} \text{ where } \lim_{n \to \infty} x_n = 0 \text{ and } \lim_{n \to \infty} \frac{\phi(x_n)}{\psi(x_n)} = \alpha \right\}.
$$

We let $E = [\underline{\alpha}, \overline{\alpha}]$ and $U = (\alpha_m, \alpha_M) \setminus E$. We can now state our first result. In our first theorem we establish a variational principle for the dimension of level sets.

**Theorem 1.3.** If $\phi \in \mathcal{R}$ and $\psi \in \mathcal{R}_\eta$ then for all $\alpha \in U$

$$
b(\alpha) := \dim_H J(\alpha) = \sup_{\mu \in \mathcal{M}(T)} \left\{ \frac{h(\mu)}{\lambda(\mu)} : \frac{\int \phi d\mu}{\int \psi d\mu} = \alpha \right\}
$$

and for $\alpha \in E \cap (\alpha_m, \alpha_M)$

$$
b(\alpha) := \dim_H J(\alpha) = \lim_{\epsilon \to 0} \sup_{\mu \in \mathcal{M}(T)} \left\{ \frac{h(\mu)}{\lambda(\mu)} : \frac{\int \phi d\mu}{\int \psi d\mu} \in (\alpha - \epsilon, \alpha + \epsilon) \right\}.
$$
Here $\lambda(\mu)$ is the Lyapunov exponent and $\mathcal{M}(T)$ is the space of $T$–invariant measures (see section 2.1 for precise definitions). A particular case we will be interested is when the function $\psi$ satisfies that $\lim_{x \to 0} \frac{\psi(x)}{\log |T'(x)|} = \infty$ and also $\phi$ and $\psi$ are such that $\alpha_M < \infty$. With these additional assumptions we are able to say more about the smoothness of the function $\alpha \to \dim_H J(\alpha)$.

**Theorem 1.4.** Let $\phi \in \mathcal{R}$ and $\psi \in \mathcal{R}_\eta$ be such that

$$\lim_{x \to 0} \frac{\psi(x)}{\log |T'(x)|} = \infty,$$

and that $\alpha_M < \infty$. There then exists three pairwise disjoint intervals $J_1, J_2, J_3$ such that

1. $J_1 \cup J_2 \cup J_3 = (\alpha_n, \alpha_M)$,
2. $J_1 \leq J_2 \leq J_3$
3. The function $\alpha \to \dim_H X_\alpha$ is analytic on $J_1$ and $J_3$
4. For $\alpha \in J_2$, $\dim_H X_\alpha = \dim_H \Lambda$
5. It is possible that $J_1 = \emptyset$, $J_3 = \emptyset$ or that $J_2$ is a single point.

The rest of the paper is laid out as follows. In section 2 we give some preliminary results necessary for the rest of paper. In sections 3 and 4 respectively the upper and lower bounds for Theorem 1.3 are proved. In section 5 Theorem 1.4 is proved, section 6 shows there may be examples with discontinuities in the spectrum and gives applications to non-uniformly expanding maps. Section 7 looks at the case of suspension flows and finally in section 8 we provide examples coming form number theory.

2. Preliminaries

This section is devoted to provide the necessary tools and definitions that will be used in the rest of the paper.

2.1. Thermodynamic Formalism for EMR maps. In order to define the thermodynamic quantities and to establish their properties for an EMR map we will make use of the analogous theory developed at a symbolic level. Let $\mathbb{N}$ be the countable alphabet, the full-shift is the pair $(\Sigma, \sigma)$ where $\Sigma = \{(x_i)_{i \geq 1} : x_i \in \mathbb{N}\}$, and $\sigma : \Sigma \to \Sigma$ is the shift map defined by $\sigma(x_1x_2\cdots) = (x_2x_3\cdots)$. We equip $\Sigma$ with the topology generated by the cylinders sets

$$C_{i_1\cdots i_n} = \{x \in \Sigma : x_j = i_j \text{ for } 1 \leq j \leq n\}.$$

The Markov structure assumed in the definition of EMR map implies that there exists a continuous map, the natural projection, $\pi : \Sigma \to \Lambda$ such that $\pi \circ \sigma = T \circ \pi$. Moreover, if we denote by $E$ the set of end points of the partition $\{I_i\}$, the map $\pi : \Sigma \to \Lambda \setminus \bigcup_{n \in \mathbb{N}} T^{-n} E$ is an homeomorphism. Denote by $I(i_1, \ldots, i_n) = \pi(C_{i_1\cdots i_n})$ the cylinder of length $n$ for $T$. For a function $f \in \Sigma$ and $n \geq 1$ we will define the $n$–variations of $f$ by

$$\var_n(f) = \sup_{(i_1, \ldots, i_n) \in \mathbb{N}^n} \sup_{x, y \in C_{i_1\cdots i_n}} |f(x) - f(y)|$$

and say that $f$ is locally Hölder if there exists $0 < \gamma < 1$ such that for all $n \geq 1$ we have $\var_n(f) = o(\gamma^n)$. We will consider the following classes of potentials,
Definition 2.1. We define the following collections of potentials
\[ \mathcal{R} = \{ \phi : \Lambda \to \mathbb{R} : \phi \text{ is uniformly bounded below and } \phi \circ \pi \text{ is locally Hölder} \} \]
and for \( \eta > 0 \)
\[ \mathcal{R}_\eta = \{ \phi \in \mathcal{R} : \text{for every } x \in \Lambda \text{ we have } \phi(x) \geq \eta \} . \]

We now define the main object in thermodynamic formalism,
Definition 2.2. The topological pressure of a potential \( \phi \in \mathcal{R} \) is defined by
\[ P_T(\phi) = \sup \left\{ h(\mu) + \int \phi d\mu : -\int \phi d\mu < \infty \text{ and } \mu \in \mathcal{M}_T \right\} , \]
where \( \mathcal{M}_T \) denotes the space of \( T \)-invariant probability measures. A measure attaining the supremum is called an equilibrium measure for \( \phi \).

The following definition of pressure (at a symbolic level) is due to Mauldin and Urbański [MU1],
Definition 2.3. Let \( \phi : \Sigma \to \mathbb{R} \) be a potential of summable variations, the pressure of \( \phi \) is defined by
\[ P_\sigma(\phi) = \lim_{n \to \infty} \frac{1}{n} \log \sum_{\sigma^n(x) = x} \exp \left( \sum_{i=0}^{n-1} \phi(\sigma^i x) \right) . \]

The above limit always exits, but it can be infinity. The next proposition relates these two notions and allows us to translate results obtained by Mauldin and Urbański [MU1, MU2] and by Sarig [Sa1, Sa2, Sa3] to our setting. For \( n \in \mathbb{N} \) we will denote
\[ \Sigma_n = \{ x \in \Sigma : x_i \leq n \} \]
and \( \Lambda_n = \pi(\Sigma_n) \). Note that \( \Lambda_n \) is a \( T \)-invariant set.

Proposition 2.4. Let \( T \) be an EMR map. If \( \phi \in \mathcal{R} \) and \( \Phi = \phi \circ \pi \) then
1. \( P_T(\phi) = P_\sigma(\Phi) \).
2. (Approximation property.) \( P(\phi) = \sup\{ P_{\sigma|K}(\Phi) : K \subset (0, 1] : K \neq \emptyset \text{ compact and } \sigma \text{-invariant} \} \), where \( P_{\sigma|K}(\phi) \) is the classical topological pressure on \( K \) (for a precise definition see [W, Chapter 9]). In particular
\[ P(\phi) = \sup_{n \in \mathbb{N}}\{ P_{T|\Lambda_n}(\phi) \} . \]
3. (Regularity.) There exists a critical value \( t^* \in (0, 1] \) such that for every \( t < t^* \) we have that \( P(t\phi) = \infty \) and for every \( t > t^* \) we have that \( P(t\phi) < \infty \). Moreover, if \( t > t^* \) then the function \( t \to P(t\phi) \) is real analytic, strictly convex and every potential \( t\phi \) has an unique equilibrium measure. Moreover the function \( t \to P_{T|\Lambda_n}(t\phi) \) is analytic and convex for all \( t \in \mathbb{R} \).

Note that if \( T \) is an EMR map then the potential \( -\log |T'| \in \mathcal{R} \). If \( \mu \in \mathcal{M}_T \) then the integral
\[ \lambda(\mu) := \int \log |T'| d\mu, \]
will be called the Lyapunov exponent of \( \mu \).
2.2. Hausdorff Dimension. In this subsection we recall basic definitions from dimension theory. We refer to the books [Ba, Fa] for further details. A countable collection of sets \( \{U_i\}_{i \in \mathbb{N}} \) is called a \( \delta \)-cover of \( F \subset \mathbb{R} \) if \( F \subset \bigcup_{i \in \mathbb{N}} U_i \), and for every \( i \in \mathbb{N} \) the sets \( U_i \) have diameter \(|U_i|\) at most \( \delta \). Let \( s > 0 \), we define

\[
H_\delta^s(F) := \inf \left\{ \sum_{i=1}^{\infty} |U_i|^s : \{U_i\}, \text{a } \delta\text{-cover of } F \right\}
\]

and

\[
H^s(F) := \lim_{\delta \to 0} H_\delta^s(F).
\]

The Hausdorff dimension of the set \( F \) is defined by

\[
\dim_H(F) := \inf \{ s > 0 : H^s(F) = 0 \}.
\]

We will also define the Hausdorff dimension of a probability measure \( \mu \) by

\[
\dim_H(\mu) := \inf \{ \dim_H(Z) : \mu(Z) = 1 \}.
\]

3. Proof of Upper Bound of Theorem 1.3

Throughout this section we will let \( \phi \in \mathcal{R} \) and \( \psi \in \mathcal{R}_\eta \). We wish to prove that

\[
(2) \quad \dim_H J(\alpha) \leq \sup_{\mu \in \mathcal{M}(T)} \left\{ \frac{h(\mu)}{\lambda(\mu)} : \frac{\int \phi d\mu}{\int \psi d\mu} = \alpha \right\} := \delta(\alpha).
\]

However to prove this we will need that \( \alpha \in U \). When \( \alpha \notin U \), in general, we can only show that

\[
(3) \quad \dim_H J(\alpha) \leq \lim_{\epsilon \to 0} \sup_{\mu \in \mathcal{M}(T)} \left\{ \frac{h(\mu)}{\lambda(\mu)} : \left| \frac{\int \phi d\mu}{\int \psi d\mu} - \alpha \right| \leq \epsilon \right\}.
\]

Our method will be to prove (3) for all \( \alpha \in (\alpha_m, \alpha_M) \) and then to deduce (2) for \( \alpha \in U \) by showing that \( \delta \) is continuous in this region. We first show the continuity of \( \delta(\alpha) \) when \( \alpha \in U \). To do this we need the following preparatory Lemma about the set \( U \). This Lemma will also be used in the proof of Theorem 1.4

**Lemma 3.1.** For any \( \alpha \in U \) there exists \( \gamma > 0 \) and \( C_1 > 0 \) such that if \( \mu \in \mathcal{M}_T \) with \( \int \phi d\mu \in B(\alpha, \gamma) \) then \( \int \psi d\mu \leq C_1 \).

**Proof.** We will let \( \alpha \in U \) and assume that \( \alpha < \alpha \), since the case when \( \alpha > \alpha \) can be treated analogously. We let \( \gamma = \frac{\alpha - \alpha}{2} \) and note that by the definition of \( U \) there exists \( y' \in (0, 1) \) such that if \( x \leq y' \) then \( \phi(x) \geq (\alpha + 2\gamma)\psi(x) \). We also let \( C_2 \in \mathbb{R} \) be such that

\[
\max \left\{ \sup_{x \geq y'} \{|\phi(x)|\}, \sup_{x \geq y'} \{|\psi(x)|\} \right\} \leq C_2.
\]

Assume that \( \mu \) is a \( T \)-invariant probability measure such that

\[
\int \psi d\mu < \infty \quad \text{and} \quad \frac{\int \phi d\mu}{\int \psi d\mu} \in B(\alpha, \gamma).
\]

We can estimate

\[
(\alpha + \gamma) \int \psi d\mu \geq \int \phi d\mu \geq \int_{x \geq y'} \phi(x) d\mu + (\alpha + 2\gamma) \int_{x \leq y'} \psi(x) d\mu
\]
and rearrange to get
\[-\gamma \int_{x \leq y'} \psi(x) d\mu + (\alpha + \gamma) \int_{x \geq y'} \psi(x) d\mu - \int_{x \geq y'} \phi(x) d\mu \geq 0.\]
Thus, using the definition of \(C_2\) we obtain
\[\gamma \int_{x \leq y'} \psi(x) d\mu \leq C_2(\alpha + \gamma + 1).\]
Therefore,
\[\int \psi d\mu \leq C_2 \frac{(\alpha + \gamma + 1)}{\gamma} + 1\]
which completes the proof.

**Lemma 3.2.** The function \(\delta : (\alpha_m, \alpha_M) \to \mathbb{R}\) defined by,
\[\delta(\alpha) := \sup_{\mu \in M(T)} \left\{ h(\mu) : \frac{\int \phi d\mu}{\int \psi d\mu} = \alpha \right\}\]
is continuous on \(U\).

**Proof.** Let \(\alpha \in U\). We will show that
\[\lim_{\epsilon \to 0} \inf_{\epsilon} \{\delta(\gamma) : \gamma \in (\alpha - \epsilon, \alpha + \epsilon)\} \geq \delta(\alpha)\]
and
\[\lim_{\epsilon \to 0} \sup_{\epsilon} \{\delta(\gamma) : \gamma \in (\alpha - \epsilon, \alpha + \epsilon)\} \leq \delta(\alpha)\].

We can find two measures \(\mu_1, \mu_2 \in M_T\) such that \(\lambda(\mu_1), \int \psi d\mu_1, \int \psi d\mu_2 < \infty\) and
\[\int \frac{\phi d\mu_1}{\psi d\mu_1} < \alpha < \int \frac{\phi d\mu_2}{\psi d\mu_2}.
By Lemma 3.1 there also exists a constant \(K > 0\) such that for any \(\epsilon > 0\) we can find a measure \(\mu\) such that \(\int \psi d\mu \leq K \int \frac{\phi d\mu}{\psi d\mu_1} = \alpha\) and \(\frac{h(\mu)}{\lambda(\mu)} \geq \delta(\alpha) - \epsilon\). To prove that \(\lim_{\epsilon \to 0} \inf_{\epsilon} \{\delta(\gamma) : \gamma \in (\alpha - \epsilon, \alpha + \epsilon)\} \geq \delta(\alpha)\) we simply need to consider the following convex families of measures \(\mu + (1 - p)\mu_1\) and \(\mu + (1 - p)\mu_2\), where \(p \in (0, 1)\).

To show that \(\lim_{\epsilon \to 0} \sup_{\epsilon} \{\delta(\gamma) : \gamma \in (\alpha - \epsilon, \alpha + \epsilon)\} \leq \delta(\alpha)\) we consider a sequence of \(T\)-invariant measures \((\nu_n)_n\) such that
\[\lim_{n \to \infty} \frac{\lambda(\nu_n)}{h(\nu_n)} \geq \delta(\alpha)\]
and \(\lim_{n \to \infty} \int \frac{\phi d\nu_n}{\psi d\nu_n} = \alpha\).
By considering the appropriate convex combination with either \(\mu_1\) or \(\mu_2\) we can now find a sequence \((\eta_n)_n\) of \(T\)-invariant measures with \(\int \frac{\phi d\eta_n}{\psi d\eta_n} = \alpha\) and \(\lim_{n \to \infty} \frac{h(\eta_n)}{\lambda(\eta_n)} \geq \delta(\alpha)\). The result immediately follows.

Let \(C > 0\) be a constant such that
\[\max \left\{ \sum_{k=1}^{\infty} V_k(\phi), \sum_{k=1}^{\infty} V_k(\psi), \sum_{k=1}^{\infty} V_k(\log |T'|) \right\} \leq C.\]
We work in a similar way to [IJ]. Let \(S_k\phi(x) := \sum_{i=0}^{k-1} \phi(T^i x)\) and
\[J_{\alpha, N, \epsilon} := \left\{ x \in \Lambda : \frac{S_k \phi(x)}{S_k \psi(x)} \in (\alpha - \epsilon, \alpha + \epsilon) \quad \text{for every} \quad k \geq N \right\}.\]
Note that for any $\epsilon > 0$ we have

$$J_\alpha \subset \bigcup_{N=1}^{\infty} J(\alpha, N, \epsilon).$$

So we can obtain upper bounds of the dimension of the set $J(\alpha)$ by obtaining upper bounds for the dimension of $J(\alpha, N, \epsilon)$. For $k \geq N$ we will define covers by

$$C_k = \{ I(i_1, \ldots, i_k) : I(i_1, \ldots, i_k) \cap J(\alpha, N, \epsilon) \neq \emptyset \}.$$

In [IJ] analogous covers were defined in Section 3. However, in that setting these covers had finite cardinality whereas here the cardinality can be infinite which will cause additional difficulties. From now on $\alpha$ and $\epsilon > 0$ will be fixed. We will let

$$t_k := \inf \left\{ t \in \mathbb{R} : \sum_{I(i_1, \ldots, i_k) \in C_k} |I(i_1, \ldots, i_k)|^t \leq 1 \right\}.$$

A covering argument then gives that $\dim H J(\alpha, N, \epsilon) \leq \limsup_{k \to \infty} t_k$. We wish to relate the values $t_k$ to $T$-invariant probability measures. We start with the following lemma.

**Lemma 3.3.** There exists $K \in \mathbb{N}$ such that for all $k \geq K$, $I(i_1, \ldots, i_k)$ and $x, y \in I(i_1, \ldots, i_k)$ we have

$$S_k \frac{\phi(x)}{\psi(x)} - S_k \frac{\phi(y)}{\psi(y)} \leq \epsilon.$$

**Proof.** By the assumption that both $\psi$ and $\phi$ are of summable variations we know that for all $k \in \mathbb{N}$,

$$\frac{S_k \phi(x) - C}{S_k \psi(x) + C} \leq \frac{S_k \phi(y)}{S_k \psi(y)} \leq \frac{S_k \phi(x) + C}{S_k \psi(x) - C}.$$

However, we have by assumption that $S_k \psi(x) \geq k \eta$ for all $x \in \Lambda$. The result now immediately follows. □

We can now construct the measures we need.

**Lemma 3.4.** If $t \in \mathbb{R}$ satisfies that

$$\sum_{I(i_1, \ldots, i_k) \in C_k} |I(i_1, \ldots, i_k)|^t > 1$$

then there exists a $T$-invariant probability measure $\mu_k$ such that

$$\int \frac{\phi d\mu_k}{\psi d\mu_k} \in (\alpha - 2\epsilon, \alpha + 2\epsilon)$$

and

$$\frac{h(\mu_k)}{\lambda(\mu_k)} \geq t - A(k)$$

where $A(k) \to 0$ as $k \to \infty$.

**Proof.** By the assumptions in our theorem it is possible to find a finite set $D_k \subset C_k$ such that

$$\sum_{I(i_1, \ldots, i_k) \in D_k} |I(i_1, \ldots, i_k)|^t = Z_k > 1.$$
We can now construct a $T^k$ invariant Bernoulli measure, $\nu_k$ by assigning each cylinder in $D_k$ weight $\frac{1}{T^k} |I(i_1, \ldots, i_k)|^t$. We can now estimate

$$
\frac{h(\nu_k, T^k)}{\lambda(\nu_k, T^k)} = -\frac{\sum_{I(i_1, \ldots, i_k) \in D_k} \frac{1}{T^k} |I(i_1, \ldots, i_k)|^t \log(\frac{1}{T^k} |I(i_1, \ldots, i_k)|^t)}{\lambda(\nu_k, T^k)}
\geq \frac{t \lambda(\nu_k, T^k) - C}{\lambda(\nu_k, T^k)} = t - \frac{C}{k \log \xi}.
$$

By Lemma 3.3 we have that for $k$ sufficiently large $\frac{\int S_k \phi d\nu_k}{\int S_k d\nu_k} \in (\alpha - 2\epsilon, \alpha + 2\epsilon)$. To complete the proof we let $\nu_k = \frac{1}{T^k} \sum_{i=0}^{k-1} \nu_k \circ T^{-i}$ and note that $\frac{C}{k \log \xi} \to 0$ as $k \to \infty$.

It now follows that for any $\delta > 0$ we can find a sequence of $T$-invariant measures $(\nu_k)_k$ such that $\limsup_{k \to \infty} \left| k - \frac{h(\nu_k)}{\lambda(\nu_k)} \right| \leq \delta$ and where $\frac{\int \phi d\nu_k}{\int d\nu_k} \in (\alpha - 2\epsilon, \alpha + 2\epsilon)$. Hence, for all $\epsilon > 0$ we have

$$\dim_{HJ}(\alpha) \leq \sup_{\mu \in M(T)} \left\{ \frac{h(\mu)}{\lambda(\mu)} : \frac{\int \phi d\mu}{\int d\mu} \in (\alpha - \epsilon, \alpha + \epsilon) \right\}.$$

To complete the proof of the upper bound for $\alpha \in U$ we simply apply Lemma 3.2.

**4. Proof of the Lower Bound of Theorem 1.3**

Our method to prove the lower bound is to find an ergodic measure $\mu$ with $\frac{\int \phi \rho d\mu}{\int \rho d\mu} = \alpha$, or a sequence of ergodic measures $\mu_n$ with $\lim_{n \to \infty} \frac{\int \phi \rho d\mu_n}{\int \rho d\mu_n} = \alpha$, and then use the fact that the dimension of ergodic measures with finite entropy is $\frac{h(\mu)}{\lambda(\mu)}$, see [MU2, Thereom 4.4.2]. For $\alpha \in U$ we will use the thermodynamic formalism to show that there is an ergodic equilibrium measure with dimension $\delta(\alpha)$, which will show that $\dim_{HJ}(\alpha) \geq \delta(\alpha)$. For $\alpha \notin U$ we will need to work slightly harder.

We define the function $G_1 : \mathbb{R}^3 \to \mathbb{R} \cup \{\infty\}$ by

$$G_1(\alpha, q, \delta) = P(q_1 (\phi - \alpha \psi) - \delta \log |T'|).$$

Note that $G_1$ can be infinite and we will adopt the convention $\infty > 0$. We have the following lemma.

**Lemma 4.1.** Let $\alpha \in (\alpha_m, \alpha_M)$ and $\delta > 0$. If for all $q \in \mathbb{R}$ we have that $G_1(\alpha, q, \delta) > 0$ then $\dim_{HJ}(\alpha) > \delta$.

**Proof.** Since $\alpha \in (\alpha_m, \alpha_M)$ it follows that

$$\lim_{q \to -\infty} G_1(\alpha, q, \delta) = \lim_{q \to -\infty} G_1(\alpha, q, \delta) = \infty.$$
Denote by $\mu$ convex (see [SU, Sa2]). Thus, there exists a unique point $q$ such that

$$P_{\Lambda_n}(q) = \min_{q \in \Lambda} P_{\Lambda_n}(q).$$

for all $q \in \mathbb{R}$ and

$$\lim_{q \to -\infty} P_{\Lambda_n}(q) = \lim_{q \to -\infty} P_{\Lambda_n}(q) = \infty.$$ 

Moreover, the function $q \to P_{\Lambda_n}(q)$ is real analytic and strictly convex (see [SU, Sa2]). Thus, there exists a unique point $q_\epsilon \in \mathbb{R}$ such that

$$\frac{\partial}{\partial \epsilon} P_{\Lambda_n}(q, \alpha, \delta) \bigg|_{q_\epsilon} = 0.$$ 

Denote by $\mu_c$ the unique equilibrium state for the potential $q_c(\phi - \alpha \psi) - \delta \log |T'|$ restricted to $\Lambda_n$. Note that such a measure exists because the space $\Lambda_n$ is compact and the potential Hölder. Then $\int \phi d\mu_c = \alpha$ and so $h(\mu_c) - \delta \lambda(\mu_c) > 0$.

Since $\mu_c$ is ergodic we have that $\mu_c(\mathcal{J}(\alpha)) = 1$ and $\dim_H \mu_c = h(\mu_c) / \lambda(\mu_c) \geq \delta$. This completes the proof.

The following lemma now completes the proof of the lower bound for the case when $\alpha \in U$.

**Lemma 4.2.** If $\alpha \in U$ then for all $q \in \mathbb{R}$ and any $\epsilon > 0$ we have that

$$P(q) = (\psi - \alpha \phi) - (\delta(\alpha) - \epsilon) \log |T'| > 0.$$ 

**Proof.** By the definition of $\delta(\alpha)$ there exists a $T$-invariant measure $\mu$ such that $\int \phi d\mu = \alpha$ and $\frac{\lambda(\mu)}{\lambda(\mu)} > \delta(\alpha) - \epsilon$. Thus, for any $q \in \mathbb{R}$, the variational principle yields

$$P(q) = (\psi - \alpha \phi) - (\delta(\alpha) - \epsilon) \log |T'| \geq q \left( \int \phi d\mu - \alpha \right) - (\delta(\alpha) - \epsilon) \lambda(\mu) + h(\mu) \geq 0.$$ 

For $\alpha \notin U$ we cannot use the approach above. Instead, we need to use a sequence of measures. Fix $\alpha \notin U$ and let

$$s = \lim_{\epsilon \to 0} \sup_{\mu \in \mathcal{M}_T} \left\{ \frac{h(\mu)}{\lambda(\mu)} : \frac{\int \phi d\mu}{\int \psi d\mu} - \alpha \right\}.$$ 

**Lemma 4.3.** There exists a sequence of $T$-ergodic measures $(\mu_n)_n$ such that

$$\lim_{n \to \infty} \frac{h(\mu_n)}{\lambda(\mu_n)} = s \quad \text{and} \quad \lim_{n \to \infty} \frac{\int \phi d\mu_n}{\int \psi d\mu_n} = \alpha.$$ 

**Proof.** It follows from the definition of $s$ that we can find a sequence of invariant measures with this property. In order to construct a sequence of ergodic measures with the desired property we proceed as follows. Let $\mu$ be an invariant measure with $\max \{ h(\mu), \int \psi d\mu \} < \infty$. For any $n \in \mathbb{N}$ we can define a $T^n$-ergodic Bernoulli measure $\eta_n$ with $\eta_n([i_1, \ldots, i_n]) = \mu([i_1, \ldots, i_n])$ for each $n \in \mathbb{N}$. If we let $\nu_n = \frac{1}{n} \sum_{i=0}^{n-1} \eta_n \circ T^{-i}$ then $\nu_n$ is a $T$-ergodic measure. Moreover $\lim_{n \to \infty} \frac{h(\nu_n)}{\lambda(\nu_n)} = \frac{h(\mu)}{\lambda(\mu)}$ and $\lim_{n \to \infty} \frac{\int \phi d\nu_n}{\int \psi d\nu_n} = \frac{\int \phi d\mu}{\int \psi d\mu}$. □
Thus we have a sequence of $T$-invariant ergodic measures $(\mu_n)_n$ such that
\[
\lim_{n \to \infty} \frac{h(\mu_n)}{\lambda(\mu_n)} = \lambda \quad \text{and} \quad \lim_{n \to \infty} \frac{\int \phi \, d\mu_n}{\int \psi \, d\mu_n} = \alpha.
\]
If $\limsup_{n \to \infty} \int \psi \, d\mu_n < \infty$ then we can adapt the method in Lemma 3.2 to find a sequence of $T$-invariant measures $(\nu_n)_n$ with $\lim_{n \to \infty} \frac{h(\nu_n)}{\lambda(\nu_n)} = \lambda$ and $\frac{\int \phi \, d\nu_n}{\int \psi \, d\nu_n} = \alpha$. We can then proceed as in the case when $\alpha \in U$. On the other hand, if $\limsup_{n \to \infty} \int \psi \, d\mu_n = \infty$ we can adapt the technique in [IJ, Section 7] to create a non-invariant measure $\nu$ with $\dim_H \nu = s$ and $\lim_{n \to \infty} \frac{s_n \phi(x)}{s_n \psi(x)} = \alpha$ for $\nu$ almost all $x$. The result now follows.

5. Proof of Theorem 1.4

We now turn to the question of when the spectrum is analytic. Throughout this section $\phi, \psi$ are both locally Hölder, $\alpha_M < \infty$, $\phi/\psi$ is uniformly bounded above and
\[
\lim_{x \to 0} \frac{\psi(x)}{\phi(x)} = \infty.
\]
An important consequence of our assumptions is that if $\mu$ is a $T$-invariant measure for which $\int \phi \, d\mu < \infty$ then by Lemma 3.1 $\int \psi \, d\mu$ cannot be too large and thus $\lambda(\mu)$ cannot be too large.

**Lemma 5.1.** For any $C_1 > 0$ there exists $C_2 > 0$ such that if $\mu$ is a $T$-invariant measure for which $\lambda(\mu) \geq C_2$ then $\int \psi \, d\mu \geq C_1 \lambda(\mu)$.

**Proof.** Let $\delta > 0$, then there exists $A \in (0,1)$ such that if $x \in (0,A)$ then
\[
\frac{\log |T'(x)|}{\psi(x)} < \delta.
\]
Moreover, there exists a constant $C > 0$ such that if $x \in (A,1)$ then $\log |T'(x)| < C$. Let $\mu$ be a $T$-invariant measure satisfying $\lambda(\mu) \geq C$, then we have that
\[
\lambda(\mu) = \int_0^1 \log |T'(x)| \, d\mu = \int_0^A \log |T'(x)| \, d\mu + \int_A^1 \log |T'(x)| \, d\mu
\]
\[
\leq \int_0^A \log |T'(x)| \, d\mu + \mu([1,A])C \leq \int_0^A \log |T'(x)| \, d\mu + C.
\]
That is
\[
\lambda(\mu) - C \leq \int_0^A \log |T'(x)| \, d\mu.
\]
We thus have,
\[
\delta \geq \frac{\int_0^A \log |T'(x)| \, d\mu}{\int_0^A \psi \, d\mu} \geq \frac{\lambda(\mu) - C}{\int_0^A \psi \, d\mu}.
\]
Therefore, since $\psi > 0$, we have
\[
\int_0^1 \psi \, d\mu \geq \int_0^A \psi \, d\mu \geq \frac{\lambda(\mu) - C}{\delta}.
\]
Thus, given $C_1 > 0$ choose $\delta > 0$ such that $1 - \delta C_1 > 0$ and let
\[
C_2 = \frac{C}{1 - \delta C_1}.
\]
Therefore, if \( \lambda(\mu) > C_2 \) then \( \lambda(\mu)(1 - \delta C_1) > C \), which implies that
\[
\frac{\lambda(\mu) - C}{\delta} > C_1 \lambda(\mu).
\]
Combining this with equation (4) we obtain that
\[
\int_0^1 \psi d\mu \geq \int_A \psi d\mu \geq \frac{\lambda(\mu) - C}{\delta} \geq C_1 \lambda(\mu),
\]
which completes the proof. \( \square \)

**Lemma 5.2.** For \( \alpha \in U \) we have that for any \( \delta > 0 \) either
1. if \( q > 0 \) then \( G_1(\alpha, q, \delta) < \infty \) or
2. if \( q < 0 \) then \( G_1(\alpha, q, \delta) < \infty \).

**Proof.** Since \( \alpha \in U \) we know that either \( \alpha > \alpha \) or \( \alpha < \alpha \). To start we will assume that \( \alpha > \alpha \). We fix \( \gamma \in (\alpha, \alpha) \) and \( q > 0 \). By the variational principle we need to show that there is a uniform upper bound on
\[
h(\mu) + q \left( \int \phi d\mu - \alpha \int \psi d\mu \right) - \delta \lambda(\mu)
\]
for all \( T \)-invariant probability measures \( \mu \). We will split the set of invariant measures into two depending on whether or not
\[
\int \phi d\mu \leq \gamma \int \psi d\mu \leq \gamma.
\]
Firstly, if \( \int \phi d\mu \leq \gamma \int \psi d\mu \) then \( q \left( \int \phi d\mu - \alpha \int \psi d\mu \right) \leq q(\gamma - \alpha) \int \psi d\mu < 0 \). Furthermore, by taking \( C_1 = (-q(\gamma - \alpha))^{-1} \) in Lemma 5.1 it follows that there exists \( C_2 > 0 \) such that if \( \lambda(\mu) \geq C_2 \) we have that (using Ruelle’s inequality)
\[
\int \psi d\mu \geq C_1 \lambda(\mu) \geq C_1 h(\mu) = \frac{1}{-q(\gamma - \alpha)} h(\mu).
\]
That is,
\[
-q(\gamma - \alpha) \int \psi d\mu \geq h(\mu).
\]
We therefore have
\[
h(\mu) + q \left( \int \phi d\mu - \alpha \int \psi d\mu \right) - \delta \lambda(\mu) \leq
-q(\gamma - \alpha) \int \psi d\mu + q(\gamma - \alpha) \int \psi d\mu - \delta \lambda(\mu) = -\delta \lambda(\mu) \leq 0.
\]
On the other hand, if
\[
\int \phi d\mu \geq \gamma.
\]
By Lemma 3.1 there exists a constant \( K' \) such that \( \int \psi d\mu < K' \). We also have that there exists a uniform upper bound for \( K'' > 0 \) for
\[
\int \lambda(\mu) d\mu < K''.
\]
Therefore, there exists \( K > 0 \) such that \( \max \{ h(\mu), \lambda(\mu), \int \psi d\mu \} \leq K \). This means that
\[
h(\mu) + q \left( \int \phi d\mu - \alpha \int \psi d\mu \right) - \delta(\alpha) \lambda(\mu) \leq K + q \alpha M K.
So for $\alpha \in (\overline{\tau}, \alpha_M)$ we have that for all $q > 0$ the function $G_1(\alpha, q, \delta)$ is bounded above,

$$G_1(\alpha, q, \delta) < \infty.$$  

For the case where $\alpha \in (\alpha_m, \alpha)$ we fix $q < 0$ and $\gamma \in (\alpha, \alpha)$. The same argument allow us to conclude that $G_1(\alpha, q, \delta) < \infty$. □

As a result of Lemma 5.2 we can investigate the behaviour of the function $G_1$ when $\delta = \delta(\alpha)$ and $\alpha \in U$.

**Lemma 5.3.** For $\alpha \in U$ we have that $G_1(\alpha, q, \delta(\alpha)) \geq 0$ for all $q \in \mathbb{R}$ and that either

1. there exists a unique $q_c \neq 0$ such that $G_1(\alpha, q, \delta(\alpha)) = 0$ and
   $$\frac{\partial}{\partial q} G_1(q, \delta(\alpha), \alpha)|_{q=q_c} = 0$$

or

2. $\delta(\alpha) = \text{dim}_H \Lambda$ and $P(-\delta(\alpha) \log |T'|) = 0$.

**Proof.** We first prove that for all $q \in \mathbb{R}$ we have $G_1(\alpha, q, \delta(\alpha)) \geq 0$. Note that since $\alpha \in U$, there exists a constant $C > 0$ and a sequence of $T$-invariant measures $(\mu_n)_n$ such that $\lambda(\mu_n) \leq C \int \frac{\delta(\alpha)}{\psi(\mu_n)} = \alpha$ and $\lim_{n \to \infty} \frac{h(\mu_n)}{\lambda(\mu_n)} = \delta(\alpha)$. We thus have for all $q \in \mathbb{R}$ and $n \in \mathbb{N}$ that

$$G_1(\alpha, q, \delta(\alpha)) \geq h(\mu_n) - \delta(\alpha) \lambda(\mu_n).$$

Letting $n$ tend to infinity we obtain

$$G_1(\alpha, q, \delta(\alpha)) \geq 0.$$  

If $\delta(\alpha) = \text{dim}_H \Lambda$ the above argument together with Bowen’s formula,

$$P(-\text{dim}_H \Lambda \log |T'|) \leq 0,$$

implies that $P(-\delta(\alpha) \log |T'|) = 0$.

From now on we can suppose that $\delta(\alpha) < \text{dim}_H \Lambda$. In particular,

$$0 < P(-\delta(\alpha) \log |T'|),$$

note that it could be infinite. Moreover, since $\alpha_m < \alpha < \alpha_M$ we have that

$$\lim_{q \to \infty} G_1(\alpha, q, \delta(\alpha)) = \lim_{q \to -\infty} G_1(\alpha, q, \delta(\alpha)) = \infty.$$  

Now, in order to obtain a contradiction, suppose there exists $C_1 > 0$ such that

$$G_1(\alpha, q, \delta(\alpha)) \geq C_1 > 0$$

for all $q \in \mathbb{R}$. Then we can find a compact $T$-invariant subset $\Lambda_n$, where $\Lambda_n \subset \Lambda$, such that for every $q \in \mathbb{R}$ we have

$$0 < C_1/2 \leq P_{T|\Lambda_n}(q(\phi - \alpha \psi) - \delta(\alpha) \log |T'|) < \infty$$

and such that the following holds

$$\lim_{q \to \infty} P_{T|\Lambda_n}(q(\phi - \alpha \psi) - \delta(\alpha) \log |T'|) = \infty$$

and

$$\lim_{q \to -\infty} P_{T|\Lambda_n}(q(\phi - \alpha \psi) - \delta(\alpha) \log |T'|) = \infty.$$  

\[\square\]
Thus there will exist a turning point \( q_t \in \mathbb{R} \) and the equilibrium state \( \mu_t \) associated to \( q_t(\phi - \alpha \psi) - \delta(\alpha) \log |T'| \) restricted to \( \Lambda_n \) satisfying \( \int \frac{\phi d\mu_t}{\psi d\mu_t} = \alpha \) and \( \frac{h(\mu_t)}{\mu_t} > \delta(\alpha) \), which is a contradiction.

Thus, there exists a nonzero point \( q_c \in \mathbb{R} \) such that \( G_1(\alpha, q_c, \delta(\alpha)) = 0 \). Since \( G_1(\alpha, 0, \delta(P(\delta(\alpha) \log |T'|)) > 0 \)

\[
\lim_{q \to \infty} G_1(\alpha, q, \delta(\alpha)) = \lim_{q \to -\infty} G_1(\alpha, q, \delta(\alpha)) = \infty
\]

it follows from Lemma 5.2 that \( q_c \) must be a turning point and the result follows.

\( \square \)

We can now split the region \((\alpha_m, \alpha_M)\) up into three intervals depending on whether \( \alpha \) in \( U \) or not and if so which case of Lemma 5.3 is true.

**Lemma 5.4.** We can write \((\alpha_m, \alpha_M) = J_1 \cup J_2 \cup J_3\) where \( J_1, J_2 \) are intervals or the empty set, \( J_2 \) is an interval or a single point such that \( E = [\alpha, \bar{\alpha}] \subset J_2 \) and

1. For \( \alpha \in J_2 \), \( \dim_H J(\alpha) = \dim_H \Lambda \).
2. For \( \alpha \in J_1 \cup J_3 \) we have that there exists a unique \( q_c \neq 0 \) such that \( P(q_c(\phi - \alpha \psi) - \delta(\alpha) \log |T'|) = 0 \) and \( \frac{\partial}{\partial q_c} G_1(q_c, \delta(\alpha), \alpha) = 0 \).

**Proof.** We define

\[
J_2 = \{ \alpha \in (\alpha_m, \alpha_M) : P(q(\phi - \alpha \psi) - (\dim_H \Lambda - \epsilon) \log |T'|) \geq 0 \forall q \in \mathbb{R} \text{ and } \epsilon > 0 \}
\]

and also let

\[
J_1 = \{ \alpha \in (\alpha_m, \alpha_M) : \forall \gamma \in J_2 \}
\]

\[
J_3 = \{ \alpha \in (\alpha_m, \alpha_M) : \forall \gamma \in J_2 \}
\]

For \( \alpha \in J_2 \) we have combining Lemma 4.1 with Theorem 1.3 that \( \dim_H J(\alpha) = \dim_H \Lambda \).

If \( \alpha_1, \alpha_2 \in J_2 \) and \( \gamma \in (\alpha_1, \alpha_2) \) then \( \gamma \in J_2 \) by the convexity of the pressure function. Therefore \( J_2 \) is either a single point or an interval and it thus follows that both \( J_1 \) and \( J_3 \) are either empty or intervals.

To show that \( E = [\alpha, \bar{\alpha}] \subset J_2 \) we fix \( \alpha \in E \) and choose \( \epsilon > 0 \) and \( \gamma \) satisfying that there exist a \( T \)-invariant measure \( \mu \) such that \( \lambda(\mu) < \infty \), \( \frac{h(\mu)}{\mu} > \dim_H \Lambda - \epsilon/2 \), and \( \int \frac{\phi d\mu}{\psi d\mu} = \gamma \). Suppose that \( \gamma > \alpha \) and let \( \alpha \in (\alpha, \gamma) \). Since \( \alpha \in E \) we can find a sequence of \( T \)-invariant measures \( \nu_n \) and \( 0 < p_n < 1 \) such that

\[
\lim_{n \to \infty} \int \frac{\phi d\nu_n}{\psi d\nu_n} = \alpha, \quad \lim_{n \to \infty} \int p_n \lambda(\nu_n) = 0 \quad \text{and} \quad \lim_{n \to \infty} p_n \int \psi d\nu_n = \infty.
\]

Thus, if we consider the measures \( \eta_n = p_n \nu_n + (1 - p_n) + \nu \) then \( \lim_{n \to \infty} \int \frac{\phi d\eta_n}{\psi d\eta_n} = \alpha \) and \( \limsup_{n \to \infty} \frac{h(\eta_n)}{\eta_n} \geq \dim_H \Lambda - \epsilon/2 \). Therefore, by taking an appropriate convex combination, we can find a \( T \)-invariant measure \( \nu \) such that

\[
\frac{h(\nu)}{\nu} > \dim_H \Lambda - \epsilon \quad \text{and} \quad \int \frac{\phi d\nu}{\psi d\nu} = \alpha.
\]

By the variational principle, this means that for all \( q \in \mathbb{R} \) we have

\[
P(q(\phi - \alpha) - (\dim_H \Lambda - \epsilon) \log |T'|) > 0.
\]
The case when $\alpha > \gamma$ can be dealt with analogously by using the interval $(\gamma, \pi \alpha)$. Finally note that if $\gamma = \pi \alpha = \pi \alpha$ then we can verify that $\gamma \in J_2$ directly by the variational principle.

Now fix $\alpha \in J_1$. This means that $\alpha \in U$ and that there exists $q \in \mathbb{R}$ such that

$$P(q(\phi - \alpha \psi) - (\dim H \Lambda) \log |T'|) < 0.$$ 

Thus, by Lemma 5.3 we know that $\delta(\alpha) < \dim H \Lambda$ and since then

$$P(-\delta(\alpha) \log |T'(x)|) > 0$$

we must be in case 1 of Lemma 5.3. The case when $\alpha \in J_3$ can be dealt with analogously. This completes the proof. □

The three intervals $J_1, J_2, J_3$ will be exactly the three intervals in the statement of Theorem 1.4. To complete the proof of Theorem 1.4 we simply need to prove that $\alpha \rightarrow \dim H J(\alpha)$ varies analytically on $J_1$ and $J_3$.

**Lemma 5.5.** The function $\alpha \rightarrow J(\alpha)$ is analytic in $J_1$ and $J_3$.

**Proof.** We will proof this result for the interval $J_1$, since the proof for the interval $J_3$ is analogous. Note that for $\alpha \in J_1$ we have that $\dim H J(\alpha) = \delta(\alpha)$. We will let $G_2 : J_2 \times \mathbb{R}^+ \times (0, \dim H \Lambda) \rightarrow \mathbb{R}$ be defined by

$$G_2(\alpha, q, \delta) = \frac{\partial}{\partial q} G_1(\alpha, q, \delta)$$

and note that since $G_1$ is finite throughout the specified region $G_2$ is well defined. Let $G : J_2 \times \mathbb{R}^+ \times (0, \dim H \Lambda) \rightarrow \mathbb{R}^2$ be defined by

$$G(\alpha, q, \delta) = (G_1(\alpha, q, \delta), G_2(\alpha, q, \delta)).$$

For each $\alpha \in J_1$ by Lemma 5.4 that there exists a unique $q(\alpha) \in \mathbb{R}$ such that

$$G(\alpha, q(\alpha), \delta(\alpha)) = (0, 0)$$

and $\dim H J(\alpha) = \delta(\alpha)$. Note that $G$ is finite and varies analytically in each of the three variables $q, \alpha, \delta$ throughout its range. Thus, to complete the proof we wish to apply the Implicit Function Theorem. To be able to do this it suffices to show that the matrix

$$
\begin{pmatrix}
\frac{\partial G_1}{\partial \delta} & \frac{\partial G_1}{\partial q} \\
\frac{\partial G_2}{\partial \delta} & \frac{\partial G_2}{\partial q}
\end{pmatrix}
$$

is invertible at each point $(\alpha, q(\alpha), \delta(\alpha))$. At such points $\frac{\partial G_1}{\partial q} = 0$ and $\frac{\partial G_1}{\partial \delta} < 0$ (Indeed, it corresponds to the Lyapunov exponent with a minus sign). So we need to show that $\frac{\partial G_2}{\partial q}$ is nonzero at $(\alpha, q(\alpha), \delta(\alpha))$. This follows since $\phi - \alpha \psi$ is not cohomologous to a constant and so the function $G_1$ is strictly convex in the variable $q$. □

6. Discontinuities in the spectrum and applications to non-uniformly hyperbolic systems

In this section we show that in the setting of Theorem 1.4 it is possible that the function $\alpha \rightarrow \dim H J(\alpha)$ is discontinuous at a point in $(\alpha_m, \alpha_M)$. We stress that this is a new phenomenon that does not occur in the uniformly hyperbolic setting with regular potentials. Here we not only establish conditions for this to happen, but also exhibit very natural non-uniformly hyperbolic dynamical systems where
these conditions are satisfied and therefore, regular potentials have discontinuous
spectrum.

We will denote by \( \mu_{SRB} \) the T-invariant measure of maximal dimension and by
\( s_\infty := \inf \{ s : P( - s \log |T'| ) < \infty \} \). We have the following result,

**Proposition 6.1.** Let \( \phi \in \mathcal{R} \) and \( \psi \in \mathcal{R}_\eta \) be such that

\[
\lim_{x \to \infty} \frac{\psi(x)}{\log |T'(x)|} = \infty
\]

Assume that

1. \( \lim_{x \to 0} \frac{\phi(x)}{\log |x|} = 0 \)
2. there exists a T-invariant probability measure, \( \mu \), such that \( \int \phi d\mu < 0 \);
3. \( \dim H^\alpha > s_\infty \)
4. \( \int \phi d\mu_{SRB} > 0 \)

then the function \( \alpha \to \dim H^\alpha(\alpha) \) is discontinuous at \( \alpha = 0 \).

**Proof.** To start we let \( \alpha_\ast = \frac{\int \phi d\mu_{SRB}}{\int \phi d\mu} \) and note that we have under the notation of Theorem 1.4 that \( J_1 = [\alpha_\ast, 0] \), \( J_2 = [0, \alpha_\ast] \) and \( J_3 = [\alpha_\ast, \alpha M] \). It also follows from Theorem 1.4 that \( \dim_{H^J}(0) = \dim H^\Lambda \). We prove the result by contradiction assuming that there exists a sequence of T-invariant probability measures \( (\mu_n)_n \) such that for each \( n \in \mathbb{N} \) we have \( \int \phi d\mu_n < 0 \), \( \lim_{n \to \infty} \frac{\int \phi d\mu_n}{\int \phi d\mu_{SRB}} = 0 \) and \( \lim_{n \to \infty} \frac{\int \phi d\mu_{SRB}}{\int \phi d\mu_{SRB}} = \dim H^\Lambda \).

We can apply the method of proof of [FJLR, Proposition 6.1] to deduce that there exists a T-invariant measure \( \nu \) such that \( \int \phi d\nu \leq 0 \) and \( \frac{\int \phi d\nu}{\int \phi d\mu} = \dim H^\Lambda \). Note that in the notation of Proposition 6.1 we take \( \phi_i = \phi \) for all \( i \in \mathbb{N} \) and note that while \( \phi_i \) is required to be bounded for Proposition 6.1 to hold, it can be adapted to this setting by replacing \( \int \phi_i d\nu = \gamma_i \) by \( \int \phi d\mu \leq \lim sup \int \phi d\mu_n \leq 0 \) by using [JMU, Lemma 1]. Thus \( \nu \) is an equilibrium state for the potential \( -(\dim H^\Lambda) \log |T'| \) and since this equilibrium state is unique we must have \( \nu = \mu_{SRB} \). However \( \int \phi d\mu_{SRB} > 0 \) and \( \int \phi d\nu \leq 0 \) which is obviously a contradiction. Therefore there exists no such sequence of measures and \( \alpha \to \dim H^\alpha(\alpha) \) is discontinuous at \( \alpha = 0 \). \( \square \)

### 6.1. Manneville-Pomeau.

In this subsection we discuss an example that illustrates how our results Theorem 1.4 and Proposition 6.1 can be applied to certain classes of non-uniformly expanding maps. In [JOP] the authors proved a variational principle for Birkhoff averages for continuous potentials and certain non-uniformly expanding maps. A particular case of this is the Manneville-Pomeau map, \( F : [0, 1] \to [0, 1] \), which is the map defined by \( F(x) = x + x^{1 + \beta} \mod 1 \), where \( 0 < \beta < 1 \). This map has an indifferent fixed point at \( x = 0 \) and it has an absolutely continuous (with respect to Lebesgue) invariant probability measure. We will denote \( A = \bigcup_{n=0}^\infty F^{-n}(\{0\}) \) and let \( 0 < t < 1 \) satisfy \( t + t^{1+\beta} = 1 \). We define a partition \( \mathcal{P}_1 = \{ [0, t], [t, 1] \} \) and \( \mathcal{P}_n = \bigvee_{n=1}^{n-1} T^{-n} \mathcal{P}_1 \). For a function \( f : [0, 1] \to \mathbb{R} \) let

\[
V_n(f) = \sup_{P \in \mathcal{P}_n} \sup \{ |f(x) - f(y)| : x, y \in P \}.
\]

We will assume that \( V_n = O(\theta^n) \) for some \( 0 < \theta < 1 \), \( f(0) = 0 \), that \( f \) is non-negative in a neighbourhood of 0, let

\[
\alpha_m = \inf \left\{ \int f d\mu : \mu \text{ is } F\text{-invariant} \right\}
\]
We define, 

$$\alpha_M = \sup \left\{ \int f d\mu : \mu \text{ is } F\text{-invariant} \right\}.$$ 

We define, 

$$J(\alpha) = \left\{ x \in [0,1] : \lim_{n \to \infty} \frac{1}{n} \sum_{i=0}^{n-1} f(F^i x) = \alpha \right\}.$$ 

We stress that in [JJOP] the Hausdorff dimension of the level sets, dim$_H J(\alpha)$, is found for a more general class of functions. The result is that if $\alpha \in [\alpha_m, \alpha_M] \setminus 0$ then 

$$\dim_H J(\alpha) = \sup \left\{ \frac{h(\mu)}{\lambda(\mu)} : \mu \in \mathcal{M}_F, \int f d\mu = \alpha \right\}.$$ 

and it is also shown that $\dim_H J(0) = 1$.

With these stronger assumptions on our function $f$ we can use our results from Theorem 1.4 to say more about the function $\alpha \mapsto \dim_H J(\alpha)$. It is well known that $F$ can be related to a countable EMR map $T$.

$$n(x) = \begin{cases} 1 & \text{if } x \in [t,1] \\ \inf \{n : F^n(x) \in I\} + 1 & \text{if } x \notin [t,1] \end{cases}$$

and $T(x) = F^n(x)(x)$. Note that $T$ is an EMR map and we have that $\Lambda = [0,1]\setminus A$ and since $A$ is a countable set $\dim_H \Lambda = 1$. We can also calculate $s_\infty = \frac{\beta}{\pi \tau}$. We can define $\phi(x) = \sum_{i=0}^{n(x)-1} f(F^i x)$ and $\psi(x) = r^n(x)$ and note that $\phi(x) \in \mathcal{R}$ and $\psi(x) \in \mathcal{R}_1$. For $\alpha \in \mathbb{R}$ let 

$$X_\alpha = \left\{ x \in [0,1]\setminus A : \lim_{n \to \infty} \frac{S_n \phi(x)}{S_n \psi(x)} = \alpha \right\}.$$ 

Proposition 6.2. $\dim_H J(\alpha) = \dim_H X_\alpha$.

Proof. It is immediate that $J(\alpha) \subseteq X_\alpha$ for all $\alpha$ except for $\alpha = 0$. We also have that $J(0) \subseteq X_0 \cup A$ and since $A$ is a countable set it follows that $\dim_H X_0 \geq \dim_H J(0) = 1$. Thus $\dim_H X_0 = \dim_H J(0) = 1$.

For the case when $\alpha \neq 0$ we first note that this implies that $\alpha \in U$. Thus there exists $C > 0$ such that for all $x \in X_\alpha$ we have that $\limsup_{n \to \infty} \frac{S_n \psi(x)}{S_n \phi(x)} < C$. We now let $x \in X_\alpha$ and note that $\lim_{n \to \infty} \frac{S_{n+1} \psi(x)}{S_n \psi(x)} = 1$. Thus, if we let $r_n = S_n \psi(x)$ we have that for $r_n \leq k \leq r_{n+1}$ 

$$\frac{\sum_{i=0}^{k-1} f(F^i x)}{k} \leq \frac{\sum_{i=0}^{r_{n+1}} f(F^i x)}{r_{n+1}} \frac{r_{n+1}}{r_n},$$

and by taking limits as $n \to \infty$ we can see that $x \in J(\alpha)$ and so the proof is complete.

This means that we can apply Theorem 1.4 to obtain more information about the function $\alpha \mapsto \dim_H J(\alpha)$.

Theorem 6.3. If $\alpha_m \leq 0 = f(0) \leq \alpha_* = \int f d\mu_{SRB} < \alpha_M$ then

1. The function $\alpha \mapsto \dim_H J(\alpha)$ is analytic on $(\alpha_m, 0)$ and $(\alpha_*, \alpha_M)$.
2. $\dim_H J(\alpha) = 1$ for $\alpha \in [0, \alpha_*]$.
3. If $\alpha_m < 0$ then $\alpha \mapsto \dim_H J(\alpha)$ is discontinuous at $\alpha = 0$.  


Proof. To prove this Theorem we first note that the potentials \( \phi, \psi \) satisfy the assumptions for Theorem 1.4. Note that the absolutely continuous measure for \( T \) projects to the absolutely continuous measure for \( F \). Thus, in Theorem 1.4 we have that \( J_3 = (\alpha*, \alpha M) \). We can determine that if \( \lim_{n \to \infty} S_n \phi(x) = \infty \) then \( \lim_{n \to \infty} S_n \psi(x) = 0 \) and so \( U = 0 \). Thus \( J_2 = (0, \alpha*) \) and we can conclude that \( J_3 = (\alpha M, 0) \). The first two parts of the Theorem now immediately follow from Theorem 1.4 and the final part follows since \( s_\infty < 1 \) and thus the assumptions for Proposition 6.1 are met. \( \square \)

Remark 6.4. We would be able to proof analogous results if \( \alpha* < 0 \) and \( f \) is negative in a neighbourhood of 0. The theorem would hold with weaker assumption on the function \( f \). What we need is that \( \phi \) is locally Hölder.

7. Multifractal Analysis for suspension flows

Let \( T \) be an EMR map and \( \tau : (0, 1] \to \mathbb{R} \) a positive function in \( \mathcal{R}_\eta \). We consider the space

\[
Y := \{(x, t) \in (0, 1] \times \mathbb{R} : 0 \leq t \leq \tau(x)\},
\]

with the points \((x, \tau(x))\) and \((T(x), 0)\) identified for each \( x \in (0, 1] \). The suspension semi-flow over \( T \) with roof function \( \tau \) is the semi-flow \( \Phi = (\varphi_t)_{t \geq 0} \) on \( Y \) defined by

\[
\varphi_t(x, s) = (x, s + t) \text{ whenever } s + t \in [0, \tau(x)].
\]

In particular,

\[
\varphi_{\tau(x)}(x, 0) = (T(x), 0).
\]

Because of the Markov structure of \( T \) the flow \( \Phi \) can be coded with a suspension semi-flow over a Markov shift defined on a countable alphabet. Let \( g : Y \to \mathbb{R} \) be a potential and define

\[
K(\alpha) := \{(x, r) \in Y : \lim_{t \to \infty} \frac{1}{t} \int_0^t g(\varphi_s(x, r)) ds = \alpha \}.
\]

We define the Birkhoff spectrum of \( g \) by

\[
B(\alpha) := \dim_H(K(\alpha)).
\]

It turns out that the results obtained to study multifractal analysis for quotients allow us to study the Birkhoff spectrum for flows.

Remark 7.1 (Invariant measures). We denote by \( \mathcal{M}_\Phi \) the space of \( \Phi \)-invariant probability measures on \( Y \). Recall that a measure \( \mu \) on \( Y \) is \( \Phi \)-invariant if \( \mu(\varphi_t^{-1}A) = \mu(A) \) for every \( t \geq 0 \) and every measurable set \( A \subset Y \). Consider as well the space \( \mathcal{M}(T) \) of \( T \)-invariant probability measures on \( (0, 1] \) and

\[
\mathcal{M}(T)(\tau) := \left\{ \mu \in \mathcal{M}(T) : \int \tau d\mu < \infty \right\}.
\]

Denote by \( m \) the one dimensional Lebesgue measure and let \( \mu \in \mathcal{M}(T)(\tau) \) then it follows directly from classical results by Ambrose and Kakutani [AK] that

\[
(\mu \times m)|_Y / (\mu \times m)(Y) \in \mathcal{M}_\Phi.
\]

Moreover, If \( \tau : (0, 1] \to \mathbb{R} \) is bounded away from zero then there is a bijection between the spaces \( \mathcal{M}_\Phi \) and \( \mathcal{M}(T)(\tau) \).
Remark 7.2 (Kac’s formula). Given a continuous function $g : \mathcal{Y} \rightarrow \mathbb{R}$ we define the function $\Delta_g : (0,1] \rightarrow \mathbb{R}$ by

$$\Delta_g(x) = \int_0^{\tau(x)} g(x,t) \, dt.$$  

The function $\Delta_g$ is also continuous, moreover

$$\int_{\mathcal{Y}} g \, d\nu = \frac{\int_{\mathcal{Y}} \Delta_g \, d\nu}{\int_{\mathcal{T}} d\nu}.$$  

Remark 7.3 (Abramov’s formula). The entropy of a flow with respect to an invariant measure can be defined by the entropy of the corresponding time one map. Abramov [A] and later Savchenko [Sav] proved that if $\mu \in \mathcal{M}_\Phi$ is such that $\mu = (\nu \times m)|_{\mathcal{Y}}/(\nu \times m)(\mathcal{Y})$, where $\nu \in \mathcal{M}(T)$ then

$$h_\Phi(\mu) = h_\sigma(\nu) \frac{\int_{\mathcal{T}} \tau \, d\nu}{\int_{\mathcal{T}} d\nu}.$$  

The following Lemma establishes a relation between the level sets determined by Birkhoff averages for the flow and the level sets of quotients for the map $T$.

Lemma 7.4. If

$$\lim_{t \to \infty} \frac{1}{t} \int_0^t g(\varphi_s(x,r)) \, ds = \alpha,$$

then

$$\lim_{n \to \infty} \sum_{i=0}^{n} \frac{\Delta_g(T^i x)}{\sum_{i=0}^{n} \tau(T^i x)} = \alpha.$$  

Proof. Denote by

$$\tau_m(x) := \sum_{i=0}^{m-1} \tau(T^i x).$$  

We have that

$$\int_0^{\tau_m(x)} g(\varphi_s(x,r)) \, ds = \sum_{i=0}^{m-1} \int_{\tau_i(x)}^{\tau_{i+1}(x)} g(\varphi_s(x,r)) \, ds = \sum_{i=0}^{m-1} \int_0^{\tau(T^i x)} g(\varphi_s(x,r)) \, ds = \sum_{i=0}^{m-1} \Delta_g(T^i x).$$  

In particular if

$$\lim_{t \to \infty} \frac{1}{t} \int_0^t g(\varphi_s(x,r)) \, ds = \alpha,$$

since $t \to \infty$ implies that $m \to \infty$, we have that

$$\lim_{m \to \infty} \frac{1}{\tau_m(x)} \sum_{i=0}^{m-1} \Delta_g(T^i(x)) = \lim_{m \to \infty} \frac{\sum_{i=0}^{m-1} \Delta_g(T^i(x))}{\sum_{i=0}^{m-1} \tau(T^i(x))} = \alpha.$$  

Let

$$J(\alpha) := \left\{ x \in (0,1] : \lim_{n \to \infty} \frac{\sum_{i=0}^{n} \Delta_g(T^i x)}{\sum_{i=0}^{n} \tau(T^i x)} = \alpha \right\}.$$  

Our main results establishes that we can compute the Hausdorff dimension of $K(\alpha)$ once we know the Hausdorff dimension of $J(\alpha)$. 

Theorem 7.5. Let \( \alpha \in \mathbb{R} \) be such that \( K(\alpha) \neq \emptyset \), then
\[
\dim_H K(\alpha) = \dim_H J(\alpha) + 1.
\]

We divide the proof of this result in a couple of Lemmas. The proof of the upper bound for the dimension of \( K(\alpha) \) in terms of \( J(\alpha) \) is simpler.

Lemma 7.6. Let \( \alpha \in \mathbb{R} \) be such that \( K(\alpha) \neq \emptyset \), then
\[
\dim_H K(\alpha) \leq \dim_H (J(\alpha) \times \mathbb{R}) = \dim_H J(\alpha) + 1.
\]

Proof. First note that if \((x,r) \in K(\alpha)\) then by virtue of Lemma 7.4 we have that \( x \in J(\alpha) \). Also if \((x,r) \in K(\alpha)\) then \((x,s) \in K(\alpha)\) for every \( s \in [0,\tau(x)] \). We therefore have
\[
K(\alpha) \subset \{(x,r) \in \mathbb{R}^2 : x \in J(\alpha) \text{ and } r \in [0,\tau(x)]\}.
\]
The box dimension of \( \mathbb{R} \) and its Hausdorff dimension coincide, both are equal to one. Therefore, the dimension of the Cartesian product is the sum of the dimensions of each of the factors (see [Fa, p.94]). The result now follows. \( \square \)

In order to prove the lower bound we will use an approximation argument.

Remark 7.7 (Compact setting). Let \( C \subset Y \) is a compact \( \Phi \)-invariant set and consider the restriction of \( g \) to the set \( C \) (which is a Hölder map). Then, it was proven by Barreira and Saussol [BS2, Proposition 6] that, \((x,r) \in K(\alpha)\) if and only if \( x \in J(\alpha) \).

The following Lemma completes the proof of Theorem 7.5.

Lemma 7.8. Let \( \alpha \in \mathbb{R} \) be such that \( K(\alpha) \neq \emptyset \), then
\[
\dim_H K(\alpha) \geq \dim_H (J(\alpha) \times \mathbb{R}) = \dim_H J(\alpha) + 1.
\]

Proof. Let \((C_n)_n\) be an increasing sequence of a compact \( \Phi \)-invariant set that exhaust \( Y \), denote by \( C_n \) the projection of \( C_n \) onto \((0,1] \). We define
\[
K_n(\alpha) := K(\alpha) \cap C_n \text{ and } J_n(\alpha) := J(\alpha) \cap C_n.
\]
By Remark 7.7 we have that
\[
K_n(\alpha) = \{(x,r) \in \mathbb{R}^2 : x \in J_n(\alpha) \text{ and } r \in [0,\tau(x)]\}.
\]
Hence, using the formula for the Hausdorff dimension of a Cartesian product (see [Fa, p.94]), we have
\[
\dim_H K_n(\alpha) = \dim_H J_n(\alpha) + 1.
\]
Therefore
\[
\lim_{n \to \infty} \dim_H K_n(\alpha) = \lim_{n \to \infty} (\dim_H J_n(\alpha) + 1) = \dim_H J(\alpha) + 1 \leq \dim_H K(\alpha).
\]

\( \square \)

It is a direct consequence of Theorem 7.5 that in order to describe the behaviour of the function \( B(\alpha) \) we only need to understand \( b(\alpha) \). Recall that \( \Lambda \) denotes the repeller for \( T \). The following is a version of Theorem 1.4 in the suspension flow setting. It thus, describe the regularity properties of the map \( B(\alpha) \).
Theorem 7.9. Let $T$ be an EMR map, $\tau \in \mathbb{R}_\eta$ a roof a function and $\Phi$ the associated suspension semi-flow. Let $g : Y \to \mathbb{R}$ be a continuous potential such that $\Delta_g \in \mathcal{R}$. Assume that
\[
\lim_{x \to 0} \frac{\tau(x)}{\log |T'(x)|} = \infty,
\]
then there exist three pairwise disjoint intervals $J_1, J_2, J_3$ such that
1. The domain of $K(\alpha)$ can be written as $J_1 \cup J_2 \cup J_3$,
2. $J_1 \leq J_2 \leq J_3$
3. The function $\alpha \to \dim H K_\alpha$ is analytic on $J_1$ and $J_3$
4. For $\alpha \in J_2$, $\dim H K_\alpha = \dim H + 1$
5. It is possible that $J_1 = \emptyset$, $J_3 = \emptyset$ or that $J_2$ is a single point.

8. Continued fractions

In this section we consider examples involving the Gauss map and, hence, the continued fraction expansion of a number. Every irrational number $x \in [0, 1]$ can be written in a unique way as a continued fraction,
\[x = \frac{1}{a_1 + \frac{1}{a_2 + \frac{1}{a_3 + \ldots}}} = [a_1 a_2 a_3 \ldots],\]
where $a_i \in \mathbb{N}$. It well known that the Gauss map, $G : (0, 1] \to (0, 1]$, acts as the shift in the continued fraction expansion (see [EW, Chapter 3]), that is
\[G([a_1 a_2 a_3 \ldots]) = [a_2 a_3 a_4 \ldots].\]

8.1. Arithmetic and Geometric averages. Let $\psi : [0, 1] \to \mathbb{R}$ be defined by $\psi([a_1 a_2 a_3 \ldots]) := a_1$. Note that the Birkhoff average of $G$ with respect to the potential $\psi$ is nothing but the arithmetic average of the digits in the continued fraction expansion
\[\lim_{n \to \infty} \frac{1}{n} \sum_{n=1}^{\infty} \psi(G^n(x)) = \lim_{n \to \infty} \frac{a_1 + a_2 + \cdots + a_n}{n}.
\]
Note that [EW, p.83] for Lebesgue almost every point the arithmetic average is infinite. The level sets induced by the arithmetic averages where studied in [IJ].
Consider now the function $\phi : [0, 1] \to \mathbb{R}$ defined by $\phi(x) = \log a_1$. The Birkhoff average of $G$ with respect to that function is the logarithm of the geometric average,
\[\lim_{n \to \infty} \frac{1}{n} \sum_{n=1}^{\infty} \phi(G^n(x)) = \lim_{n \to \infty} \log \sqrt[2]{a_1 a_2 \cdots a_n}.\]
For Lebesgue almost every point this sum takes the value [EW, p.83]
\[\log \left( \prod_{n=1}^{\infty} \left( \frac{n+1}{n(n+2)} \right)^{\log n / \log 2} \right).\]
The level sets determined by the geometric average were studied in [FLWW, KS, PW]. On the other hand, the Birkhoff sum corresponding to $\log |G'(x)|$ is the
Lyapunov exponent of the point $x$, that is
\[ \lambda(x) := \sum_{n=1}^{\infty} \log |G'(G^n(x))|. \]
This number measures the exponential speed of approximation of an irrational number by its approximants, which are defined by,
\[ \frac{p_n}{q_n} := [a_1 \ldots a_n]. \]
That is (see [PW])
\[ |x - \frac{p_n}{q_n}| \asymp \exp(-n\lambda(x)). \]
For Lebesgue almost every point this number equal to [EW, p.83],
\[ \frac{\pi^2}{6 \log 2}. \]
The multifractal analysis for this function has been studied in [PW] and [KS]. The techniques developed in this paper allow us to study the following related level sets of the form
\[ J(\alpha) := \left\{ x \in [0,1] : \lim_{n \to \infty} \frac{\log(a_1 a_2 \cdots a_n)}{a_1 + a_2 + \cdots + a_n} = \alpha \right\}. \]
Note that the quotient defining the level set is the quotient of the logarithm of the geometric average with the arithmetic average. Indeed,
\[ \frac{\log(a_1 a_2 \cdots a_n)}{a_1 + a_2 + \cdots + a_n} = \frac{1}{n} \frac{\log(a_1 a_2 \cdots a_n)}{a_1 + a_2 + \cdots + a_n} = \frac{\log \sqrt[n]{a_1 a_2 \cdots a_n}}{a_1 + a_2 + \cdots + a_n}. \]
Lemma 8.1. We have that $\alpha_m = 0$ and $\alpha_M = \frac{\log 3}{3}$. Moreover, the set $J(0)$ has full Lebesgue measure.
Proof. We have that $\alpha_m = 0$. This is clear, just consider the number $x = [11111 \ldots]$. It is easy to construct numbers belonging to $J(0)$ as the following example shows, let $x = [1, 2^2, 2^3, \ldots, 2^n \ldots]$. That is the number for which the digits in the continued fraction expansion are in geometric progression with ratio equal to 2. Then
\[ a_1 + a_2 + \cdots + a_n = 1 + 2 + 2^2 + 2^3 + \cdots + 2^{n-1} = 2^n - 1. \]
On the other hand
\[ \log(a_1 a_2 \cdots a_n) = \log(12^2 2^3 \cdots 2^{n-1}) = \log 2^{1+2+3+\cdots+(n-1)} = \frac{(n-1)n}{2} \log 2. \]
Therefore
\[ \lim_{n \to \infty} \frac{\log(a_1 a_2 \cdots a_n)}{a_1 + a_2 + \cdots + a_n} = \lim_{n \to \infty} \frac{(n-1)n \log 2}{2^n - 1} = 0. \]
The fact that the set $J(0)$ has full Lebesgue measure is a direct consequence of the fact that for Lebesgue almost every point the arithmetic average is infinite and the geometric one is finite.
On the other hand we have that $\alpha_M = (\log 3)/3$. Indeed, it is well known that the arithmetic average is larger than the geometric one
\[ \frac{a_1 + a_2 + \cdots + a_n}{n} \geq \sqrt[n]{a_1 a_2 \cdots a_n}, \]
with equality if and only if \( a_1 = a_2 = a_3 = \cdots = a_n \). Therefore the maximum of the quotient

\[
\frac{\log(a_1 a_2 \cdots a_n)}{a_1 + a_2 + \cdots + a_n}
\]

is achieved in an algebraic number of the form \( x = [a, a, a, \ldots] \). In this case we obtain

\[
\frac{\log(a_1 a_2 \cdots a_n)}{a_1 + a_2 + \cdots + a_n} = \frac{\log a}{a}.
\]

The maximum of the function \( f(x) = (\log x)/x \) is attained at \( x = e \). Since \( a \in \mathbb{N} \) we have that the maximum is \((\log 3)/3\).

**Lemma 8.2.** We have that \( \bar{a} = a = 0 \). In particular \( U = [\alpha_m, \alpha_M] \setminus (a, \bar{a}) = (0, (\log 3)/3) \)

Proof. Note that

\[
\lim_{x \to 0} \phi(x) = \lim_{n \to \infty} \frac{\log n}{n} = 0.
\]

That is \( \bar{a} = a = 0 \). Therefore \( U = (\alpha_m, \alpha_M) = (0, (\log 3)/3) \).

Therefore, a direct consequence of Theorem 1.3 is that

**Proposition 8.3.** For every \( \alpha \in (0, (\log 3)/3) \) we have that

\[
b(\alpha) = \dim_H J(\alpha) = \sup_{\mu \in \mathcal{M}(G)} \left\{ h(\mu) : \frac{\int \phi d\mu}{\int \psi d\mu} = \alpha \right\}.
\]

**Lemma 8.4.** We have that

\[
\lim_{x \to 0} \frac{\psi(x)}{\log |T'(x)|} = \infty.
\]

Proof. Note that if \( x \in [1/(n + 1), 1/n] \) then \( \psi(x) = n \) and \( 2 \log n \geq \log |T'(x)| \).

Thus,

\[
\lim_{x \to 0} \frac{\psi(x)}{\log |T'(x)|} \geq \lim_{n \to \infty} \frac{n}{2 \log n} = \infty.
\]

In particular we have proved that the assumptions of Theorem 1.4 are satisfied.

### 8.2. Weighted arithmetic averages.

Let \( \rho, \gamma > 0 \) consider the level sets defined as the quotient of weighted arithmetic averages,

\[
J(\alpha) := \left\{ x \in [0, 1] : \lim_{n \to \infty} \frac{a_1^\gamma + a_2^\gamma + \cdots + a_n^\gamma}{a_1^\rho + a_2^\rho + \cdots + a_n^\rho} = \alpha \right\}.
\]

Let \( \psi : [0, 1] \to \mathbb{R} \) be defined by \( \psi([a_1 a_2 a_3 \ldots]) := a_1^\rho \). Note that the Birkhoff average of \( G \) with respect to the potential \( \psi \) is nothing but the weighted arithmetic average of the digits in the continued fraction expansion

\[
\lim_{n \to \infty} \frac{1}{n} \sum_{n=1}^{\infty} \psi(G^n(x)) = \lim_{n \to \infty} \frac{a_1^\rho + a_2^\rho + \cdots + a_n^\rho}{n}.
\]

In an analogous way we define \( \phi : [0, 1] \to \mathbb{R} \) by \( \psi([a_1 a_2 a_3 \ldots]) := a_1^\gamma \). The level sets determined by Birkhoff averages of the potential \( \psi \) where studied in [IJ, Proposition 6.3]. In that context there exists essentially two different types of behaviour, depending if \( \rho \in (0, 1) \) or if \( \rho \geq 1 \).
Remark 8.5. If \( \gamma > \rho \) then
\[
\bar{\alpha} = \alpha = \lim_{x \to 0} \frac{\phi(x)}{\psi(x)} = \lim_{n \to \infty} n^{\rho - \gamma} = 0.
\]
Since the level sets are defined by the quotient of positive numbers we have that \( \alpha_m = 0 \). Remark that if \( x = [a, a, a, \ldots] \) then
\[
\lim_{n \to \infty} a^{\gamma} + a^{\gamma} + \cdots + a^{\gamma} = a^{\rho - \gamma}.
\]
In particular if \( x = [1, 1, 1, \ldots] \) we have that \( \alpha = 1 \in [\alpha_m, \alpha_m] \). On the other hand note that if \( a \in \mathbb{N} \) then \( a^{\rho} \leq a^{\gamma} \), therefore
\[
\lim_{n \to \infty} \frac{a^{\gamma} + a^{\gamma} + \cdots + a^{\gamma}}{a^{\rho} + a^{\rho} + \cdots + a^{\rho}} \leq 1.
\]
Thus, \( \alpha_M = 1 \).

Proposition 8.6. If \( \gamma > \rho \) then for every \( \alpha \in (0, 1) \) we have that
\[
b(\alpha) := \dim_H J(\alpha) = \sup_{\mu \in M(T)} \left\{ \frac{h(\mu)}{\lambda(\mu)} \frac{\int \phi d\mu}{\int \psi d\mu} = \alpha \right\}.
\]

Proof. In Remark 8.5 we proved that \( \alpha_m = 0 \) and \( E = \{0\} \). The result now follows applying Theorem 1.3.

Lemma 8.7. We have that
\[
\lim_{x \to 0} \frac{\psi(x)}{\log |T'(x)|} = \infty.
\]

Proof. Note that if \( x \in [1/(n + 1), 1/n] \) then \( \psi(x) = n^{\gamma} \) and \( 2 \log n \geq \log |T'(x)| \).

Thus,
\[
\lim_{x \to 0} \frac{\psi(x)}{\log |T'(x)|} \geq \lim_{n \to \infty} \frac{n^{\gamma}}{2 \log n} = \infty.
\]

In particular we have proved that the assumptions of Theorem 1.4 are satisfied.
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