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Introduction

Since its discovery, hyperbolic geometry has played a prominent role in mathematics. For example, the Uniformization Theorem, one of the cornerstones of the theory of Riemann surfaces, asserts that most of the orientable surfaces possess a natural hyperbolic geometry (i.e. of constant negative curvature). Hyperbolic geometry is still an active research topic.

One of the most basic models of this geometry is the upper-half plane \( \mathbb{H}^2 = \{ z \in \mathbb{C} : \text{Im}(z) > 0 \} \) endowed with the Riemannian metric \( ds^2 = dz^2 / \text{Im}(z)^2 \). With this metric, the geodesics of \( \mathbb{H}^2 \) are the restrictions of vertical lines and circles with center on the real line. Even though this model does not satisfy Euclid’s parallel postulate, it possesses a very rich and concrete geometry. For instance, it has good notions of angles, distances, and even trigonometric identities.

The group \( \text{Isom}(\mathbb{H}^2) \) of isometries of \( \mathbb{H}^2 \) is also well understood, and has an inherent relation with linear algebra. Every orientation-preserving isometry of \( \mathbb{H}^2 \) is a Möbius transformation \( z \mapsto \frac{az + b}{cz + d} \) for some \( A = \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in \text{SL}_2(\mathbb{R}) \). This relation is not only algebraic: quantities related to matrices in \( \text{SL}_2(\mathbb{R}) \) (such as norms or spectral radii) can be translated into quantities relating \( \mathbb{H}^2 \) and its isometries (distance between points in \( \mathbb{H}^2 \)), and vice versa. This situation is reflected in the following proposition (see Section 1.2 for the proof):

**Proposition 1.** Let \( \| \cdot \| \) be the Euclidean operator norm on \( \text{GL}_2(\mathbb{R}) \). For every \( A \in \text{SL}_2(\mathbb{R}) \) with associated Möbius transformation \( \tilde{A} \), the following holds:

\[
d_{\mathbb{H}^2}(\tilde{A}i, i) = 2 \log (\| A \|).
\]

By using this translation, the spectral radius of a matrix \( A \), which by Gelfand’s formula equals \( \rho(A) = \lim_{n \to \infty} \| A^n \|^{1/n} \), corresponds (after applying the function \( x \to e^{x/2} \)) to the number \( \lim_{n \to \infty} \frac{d_{\mathbb{H}^2}(\tilde{A}^{n+1}, i)}{n} \). In general, for a metric space \( (M, d) \) with isometry group \( \text{Isom}(M) \), the stable length of an isometry \( f \in \text{Isom}(M) \) is the number

\[
d^\infty(f) = \lim_{n \to \infty} \frac{d(f^n x, x)}{n},
\]

where \( x \) is an arbitrary point of \( M \) (as we will see, this quantity is well defined and the choice of \( x \) is irrelevant).

The stable length also appears in the next example of the translation between linear algebra and hyperbolic geometry, which we will present after the proof of the next proposition:
**Proposition 2.** For all \( A \in \text{SL}_2(\mathbb{R}) \), we have the identity:

\[
\|A^2\| - \|A^2\|^{-1} = (\|A\| - \|A\|^{-1}) \cdot |\text{Tr} A|.
\]

**Proof.** If \( A = \begin{pmatrix} a & b \\ c & d \end{pmatrix} \) \( \in \text{SL}_2(\mathbb{R}) \), the numbers \( \|A\| \) and \( \|A\|^{-1} \) are the singular values of \( A \), and hence \( \|A\|^2 + \|A\|^{-2} \) is the trace of \( A^* A \) (singular values and eigenvalues coincide for symmetric matrices), which equals \( a^2 + b^2 + c^2 + d^2 \). Applying the same reasoning to \( A^2 \), which by Caley-Hamilton equals \( \text{Tr} A \cdot A - I \) (where \( I \) is the identity matrix), we obtain

\[
(\|A^2\| - \|A^2\|^{-1})^2 = \|A^2\|^2 + \|A^2\|^{-2} - 2
\]

\[
= (a \text{Tr} A - 1)^2 + (b \text{Tr} A)^2 + (c \text{Tr} A)^2 + (d \text{Tr} A - 1)^2 - 2
\]

\[
= (a^2 + b^2 + c^2 + d^2)(\text{Tr} A)^2 - 2(a + d) \text{Tr} A
\]

\[
= (a^2 + b^2 + c^2 + d^2 - 2)(\text{Tr} A)^2
\]

\[
= (\|A\| - \|A\|^{-1}) \cdot |\text{Tr} A|^2. \quad \Box
\]

Since every orientation-preserving isometry of \( \mathbb{H}^2 \) is of the form \( f = \tilde{A} \) for some \( A \in \text{SL}_2(\mathbb{R}) \), Proposition 1 converts the equation (1) into the following identity in hyperbolic geometry:

**Corollary 3.** Let \( f \) be an orientation-preserving isometry of \( \mathbb{H}^2 \), and let \( x \in \mathbb{H}^2 \).

i) If \( d^\infty(f) > 0 \), then

\[
\sinh \left( \frac{1}{2} d_{\mathbb{H}^2}(f^2 x, x) \right) = 2 \sinh \left( \frac{1}{2} d_{\mathbb{H}^2}(fx, x) \right) \cosh \left( \frac{1}{2} d^\infty(f) \right).
\]

ii) If \( d^\infty(f) = 0 \), then

\[
\sinh \left( \frac{1}{2} d_{\mathbb{H}^2}(f^2 x, x) \right) \leq 2 \sinh \left( \frac{1}{2} d_{\mathbb{H}^2}(fx, x) \right).
\]

In particular, since for all \( y \geq z \geq 0 \) we have the inequality \( 2 \sinh(y) \cosh(z) \leq 2 \sinh(y + z) \leq \sinh(y + z + \log 2) \) (this is a consequence of the elementary trigonometric identities for hyperbolic functions), the previous corollary implies that

\[
d_{\mathbb{H}^2}(f^2 x, x) \leq d_{\mathbb{H}^2}(fx, x) + d^\infty(f) + 2 \log 2,
\]

for all \( x \in \mathbb{H}^2 \) and \( f \) an orientation-preserving isometry of \( \mathbb{H}^2 \).

These kinds of inequalities are in principle of hyperbolic nature, and do not apply in Euclidean spaces. In \( \mathbb{R}^2 \), for a rotation \( f \) around the origin with small rotation angle, we have \( d^\infty(f) = 0 \) (since \( f \) has a fixed point). Then, for a point \( x \in \mathbb{R}^2 \) with \( |x| \gg 1 \), the circle containing \( x \) with center at the origin also contains \( fx \) and \( f^2 x \), and has geodesic curvature very close to 0. Since the rotation angle is small, the three points \( x, fx \) and \( f^2 x \) are almost collinear, and we have \( d(f^2 x, x) \approx 2d(fx, x) \gg 1 \). Therefore inequality (2) does not apply in this case. This complication does not occur in the hyperbolic plane, since the geodesic curvature of a hyperbolic circle is always greater than one, independently of the radius.
(see e.g. [26, Sec. 2.3]). In fact, inequality \( ii \) of Corollary 3 shows that for a rotation \( f \) in the hyperbolic plane, \( d_{H^2}(fx, x) \) and \( d_{H^2}(f^2x, x) \) have the same order of magnitude.

One of the goals of this thesis is to prove an analogue of inequality \( (2) \) valid for metric spaces presenting some sort of negative curvature similar to the space \( H^2 \). We will work with the notion of Gromov hyperbolic metric spaces, which includes geometric objects such as Riemannian manifolds with uniform negative curvature (the hyperbolic plane \( H^2 \) satisfies this condition), but also combinatorial objects such as trees. This notion also applies to finitely generated groups, and in fact, in a rigorous sense most of these groups are Gromov hyperbolic [42].

We will prove the following inequality for a \( \delta \)-hyperbolic metric space \( (M, d) \) (see Section 1.1 for a detailed definition):

**Theorem 4.** If \( x \in M \) and \( f \in \text{Isom}(M) \), then:

\[
d(f^2x, x) \leq d(fx, x) + d^\infty(f) + 2\delta.
\]

The situation becomes more interesting if two isometries are involved. In this case we obtain the following:

**Theorem 5.** For every \( x \in M \) and every \( f, g \in \text{Isom}(M) \) we have:

\[
d(fgx, x) \leq \max\left( d(fx, x) + d^\infty(g), d(gx, x) + d^\infty(f), \frac{d(fx, x) + d(gx, x) + d^\infty(fg)}{2}, \right) + 6\delta.
\]

(3)

At first, inequality \( (3) \) may seem a bit technical. The key idea behind this result is the following: in general, we have \( d^\infty(h) \leq d(hx, x) \), but it may occur that \( d^\infty(h) \) is very small compared with \( d(hx, x) \). Inequality \( (3) \) says that, if distance \( d(fgx, x) \) is comparable to (that is, not much smaller than) the sum \( d(fx, x) + d(gx, x) \), then \( d^\infty(h) \) is not much smaller than \( d(hx, x) \) for some \( h \in \{f, g, fg\} \).

Since the almost-additive property \( d(ghx, x) \approx d(fx, x) + d(gx, x) \) is in some sense frequent under ergodic-theoretical assumptions (see e.g. [21, Thm. 1.1]), Theorem 5 allows to produce isometries with \( d(hx, x) \approx d^\infty(h) \), and hence becomes an effective tool in the study of cocycles of isometries (see Section 2.7). In particular, given a finite set \( \Sigma \subset \text{Isom}(M) \) and \( x \in M \), the asymptotic quantity

\[
\mathfrak{D}(\Sigma) = \lim_{n \to \infty} \sup_{f_i \in \Sigma} \frac{1}{n} \sup d(f_n \cdots f_1 x, x)
\]

(which is well defined, see Section 1.1) may be approximated by using the stable length. More precisely, Theorem 5 implies the identity

\[
\mathfrak{D}(\Sigma) = \lim sup_{n \to \infty} \frac{1}{n} \sup_{f_i \in \Sigma} d^\infty(f_n \cdots f_1).
\]

(4)

The number \( \mathfrak{D}(\Sigma) \) that we call joint stable length, and the identity \( (4) \), are inspired in a well known identity for bounded sets of matrices: the Berger-Wang Identity (see Section 2.1 for a detailed explanation). Identity \( (4) \) has turned out to be very useful in the study of semigroups of isometries of non-positively curved spaces, as recently showed Breuillard and Fujiwara [10].
The dictionary between hyperbolic geometry and linear algebra also allows to use Theorem 5 to recover information regarding matrix products in $\text{SL}_2(\mathbb{R})$, similar to Proposition 2. Then a natural question arises: what can we say about higher dimensional matrix products? Another goal of this thesis is to give an appropriate analogue of inequality (3) to matrix products in $M_d(\mathbb{R})$, the space of real matrices of order $d \times d$:

**Theorem 6.** Let $d \in \mathbb{N}$, and $\|\cdot\|$ be a norm on $M_d(\mathbb{R})$. There exist constants $N = N(d) \in \mathbb{N}$, $0 < \delta = \delta(d) < 1$, and $C = C(d, \|\cdot\|) > 1$ satisfying the following inequality for all $A_1, \ldots, A_N \in M_d(\mathbb{R})$:

$$\|A_N \cdots A_1\| \leq C \left( \prod_{1 \leq i \leq N} \|A_i\| \right) \max_{1 \leq \alpha \leq \beta \leq N} \left( \frac{\rho(A_\beta \cdots A_\alpha)}{\prod_{\alpha \leq i \leq \beta} \|A_i\|} \right)^{\delta}, \quad (5)$$

where the right hand side expression is treated as zero if one of the $A_i$ is the zero matrix.

The interpretation of this result is similar to the one given for Theorem 5. In general, for an operator norm $\|\cdot\|$ on $M_d(\mathbb{R})$, we have the inequalities $\rho(A_1) \leq \|A_1\|$ and $\|A_N \cdots A_1\| \leq \|A_N\| \cdots \|A_1\|$, for all $A_1, \ldots, A_N \in M_d(\mathbb{R})$. Inequality (5) says that given a big enough $N$, if the norm of the product $A_N \cdots A_1$ is comparable to (that is, not much smaller than) the product of the norms of the $A_j$, then there exists a subproduct $A_\beta \cdots A_\alpha$ whose spectral radius is comparable to (that is, not much smaller than) $\prod_{\alpha \leq i \leq \beta} \|A_i\|$.

As we mentioned before, the property $\|A_N \cdots A_1\| \approx \|A_N\| \cdots \|A_1\|$ is natural in the context of ergodic theory. We will explore some of the consequences of Theorem 6, among which include a new proof of Berger-Wang identity for matrix products, and a simpler proof for a theorem of I. D. Morris that characterizes the upper Lyapunov exponent of a matrix cocycle in terms of spectral radii (see Theorem 2.1.4).

**Organization of the thesis.** This work is divided into two chapters, which are independent and can be read separately.

In the first chapter we prove Theorems 4 and 5 and some of their consequences. Section 1.1 introduces Gromov hyperbolic spaces and the important concepts that we will study. Section 1.2 is devoted to the relationship between Theorems 4 and 5 with matrix theory. We also give a counterexample to the finiteness conjecture in $\text{Isom}(\mathbb{H}^2)$. Then, in Section 1.3 we prove Theorems 4 and 5. In Section 1.4 we prove the Berger-Wang theorem for sets of isometries and study the basic properties of the stable lengths, reviewing some known results, and their geometric or dynamical interpretations, specifically on the classification of semigroups of isometries in hyperbolic spaces. In Section 1.5 we study the continuity properties of the stable length and the joint stable length, with respect to very natural topologies on the space $\text{Isom}(M)$ and on the space of compact subsets of $\text{Isom}(M)$. The results of this chapter are contained in the paper [44]:
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In the second chapter we prove Theorem 6. In Section 2.1 we contextualize the problem and introduce relevant notation. The next three sections are devoted
to prove Theorem 6. In Section 2.2 we prove a theorem regarding products of nilpotent matrices over an arbitrary field. We use this theorem in Section 2.3, and via Nullstellensatz, we translate it into a polynomial identity, from which we deduce Theorem 6 in Section 2.4. We study the ergodic consequences of inequality (2.3) in Section 2.5. Finally, in Section 2.6 we show that Morris’s theorem implies Berger-Wang theorem, and discuss some geometric analogies of these results for isometries of Gromov hyperbolic spaces in Section 2.7. Most of these results are contained in the preprint [43]:


We leave Appendix A for the technical results that we used in Section 1.5, and we prove them for the Vietoris topology on an arbitrary topological group. Additional to the original preprint [43], we include Section 2.6 and the respective analogues of the added results for hyperbolic spaces in Section 2.7.
Chapter 1

Properties of Sets of Isometries of Gromov Hyperbolic Spaces

1.1 Introduction

Let \((M, d)\) be a metric space with distance. We assume this space is \(\delta\)-hyperbolic in the Gromov sense. This concept was introduced in 1987 [19] and has an important role in geometric group theory and negatively curved geometry [11, 19, 24]. There are several equivalent definitions [12], among which the following four points condition (f.p.c.): For all \(x, y, s, t \in M\) the following holds:

\[
d(x, y) + d(s, t) \leq \max(d(x, s) + d(y, t), d(x, t) + d(y, s)) + 2\delta. \tag{f.p.c.}
\]

This chapter deals with isometries of hyperbolic spaces. We do not assume \(M\) to be geodesic nor proper, since these conditions are irrelevant for many purposes [7, 13, 23, 49]. We also do not make use of the Gromov boundary, deriving our fundamental results directly from (f.p.c.).

Let us introduce some terminology and notation. Let \(\text{Isom}(M)\) be the group of isometries of \(M\). For \(x \in M\) and \(\Sigma \subset \text{Isom}(M)\) define

\[
d(\Sigma, x) = \sup_{f \in \Sigma} d(fx, x).
\]

We say that \(\Sigma\) is bounded if \(d(\Sigma, x) < \infty\) for some (and hence any) \(x \in M\).

For a single isometry \(f\) the stable length is defined by

\[
d^\infty(f) = \lim_{n \to \infty} \frac{d(f^nx, x)}{n} = \inf_{n} \frac{d(f^nx, x)}{n}.
\]

This quantity is well defined and finite by subadditivity and turns to be independent of \(x \in M\).

Our first result gives a lower bound for the stable length:
Theorem 1.1.1. If $x \in M$ and $f \in Isom(M)$ then:

$$d(f^2x, x) \leq d(fx, x) + d^\infty(f) + 2\delta.$$ \hfill (1.1)

The main result of this chapter is a version of Theorem 1.1.1 for two isometries:

Theorem 1.1.2. For every $x \in M$ and every $f, g \in Isom(M)$ we have:

$$d(fgx, x) \leq \max\left(d(fx, x) + d^\infty(g), d(gx, x) + d^\infty(f), \frac{d(fx, x) + d(gx, x) + d^\infty(fg)}{2}\right) + 6\delta.$$ \hfill (1.2)

For the generalization of the stable length and Theorem 1.1.1 to bounded sets of isometries, some notation is required. If $\Sigma \subset Isom(M)$ we denote by $\Sigma^n$ the set of all compositions of $n$ isometries of $\Sigma$. Note that if $\Sigma$ is bounded then each $\Sigma^n$ is bounded. We define the joint stable length as the quantity

$$D(\Sigma) = \lim_{n \to \infty} \frac{d(\Sigma^n, x)}{n} = \inf_n \frac{d(\Sigma^n, x)}{n}.$$ 

Similarly as before, this function is well defined, finite and independent of $x$. Also, it is useful to define the stable length of $\Sigma$ as

$$d^\infty(\Sigma) = \sup_{f \in \Sigma} d^\infty(f).$$

Taking supremum over $f, g \in \Sigma$ in both sides of (1.2) and noting that $d^\infty(\Sigma^2) \leq D(\Sigma^2) = 2D(\Sigma)$ we obtain a lower bound for the joint stable length similar to Theorem 1.1.1:

Corollary 1.1.3. For every $x \in M$ and every bounded set $\Sigma \subset Isom(M)$ the following holds:

$$d(\Sigma^2, x) \leq d(\Sigma, x) + \frac{d^\infty(\Sigma^2)}{2} + 6\delta \leq d(\Sigma, x) + D(\Sigma) + 6\delta.$$ \hfill (1.3)

Inequalities (1.1) and (1.3) are inspired by lower bounds for the spectral radius due to J. Bochi [5, Eq. 1 & Thm. A]. As we will see, the connection between the spectral radius and the stable length will allow us to deduce Bochi’s inequalities from (1.1) and (1.3) (see Section 1.2 below), and actually improve them using (1.2).

We present some applications of Theorems 1.1.1 and 1.1.2:

Berger-Wang like theorem. The joint stable length is inspired by matrix theory. Let $M_d(\mathbb{R})$ be the set of real $d \times d$ matrices and let $\|\cdot\|$ be an operator norm on $M_d(\mathbb{R})$. We denote the spectral radius of a matrix $A$ by $\rho(A)$. The joint spectral radius of a bounded set $\mathcal{M} \subset M_d(\mathbb{R})$ is defined by

$$\mathcal{R}(\mathcal{M}) = \lim_{n \to \infty} \sup \left\{ \|A_1 \ldots A_n\|^{1/n} : A_i \in \mathcal{M} \right\}.$$ 

Note the similarity with the definition of the joint stable length.

The joint spectral radius was introduced by Rota and Strang [46] and popularized by Daubechies and Lagarias [14]. This quantity has aroused research interest
in recent decades and it has appeared in several mathematical contexts (see e.g. [29, 32]). An important result related to the joint spectral radius is the Berger-Wang theorem [2] which says that for all bounded sets $\mathcal{M} \subset M_d(\mathbb{R})$ we have $\mathfrak{R}(\mathcal{M}) = \limsup_{n \to \infty} \sup \{\rho(A)^{1/n} : A \in \mathcal{M}^n\}$. From Corollary 1.1.3 we prove a similar result for the joint stable length in a $\delta$-hyperbolic space\footnote{Very recently, Breuillard and Fujiwara [10] gave a different proof of this result assuming that $M$ is $\delta$-hyperbolic and geodesic. They also proved the first formula in Theorem 1.1.4 when $M$ is a symmetric space of non-compact type.}:

**Theorem 1.1.4.** Every bounded set $\Sigma \subset \text{Isom}(M)$ satisfies

$$D(\Sigma) = \limsup_{n \to \infty} \frac{d^\infty(\Sigma^n)}{n} = \lim_{n \to \infty} \frac{d^\infty(\Sigma^{2n})}{2n}.$$ 

A question that arose from the Berger-Wang theorem is the finiteness conjecture proposed by Lagarias and Wang [34] which asserts that for every finite set $\mathcal{M} \subset M_d(\mathbb{R})$ there exists some $n \geq 1$ and $A_1, \ldots, A_n \in \mathcal{M}$ such that $\mathfrak{R}(\mathcal{M}) = \rho(A_1 \cdots A_n)^{1/n}$. The failure of this conjecture was proved by Bousch and Mairesse [8].

In the context of sets of isometries, following an idea of I. D. Morris (personal communication) we refute the finiteness conjecture for $M = \mathbb{H}^2$.

**Proposition 1.1.5.** There exists a finite set $\Sigma \subset \text{Isom}(\mathbb{H}^2)$ such that for all $n \geq 1$:

$$D(\Sigma) > \frac{d^\infty(\Sigma^n)}{n}.$$ 

Let us interpret these facts in terms of Ergodic Theory. Given a compact set of matrices $\mathcal{M}$, the joint spectral radius equals the supremum of the Lyapunov exponents over all ergodic shift-invariant measures on the space $\mathcal{M}^\mathbb{N}$ (see [39] for details). Therefore, Berger-Wang says that instead of considering all shift-invariant measures, it is sufficient to consider those supported on periodic orbits. A far-reaching extension of this result was obtained by Kalinin [30].

**Classification of semigroups of isometries.** The stable length gives relevant information about isometries in hyperbolic spaces. Recall that for a $\delta$-hyperbolic space $M$ an isometry $f \in \text{Isom}(M)$ is either elliptic, parabolic or hyperbolic. This classification is directly related to the stable length [12, Chpt. 10, Prop. 6.3]:

**Proposition 1.1.6.** An isometry $f$ of $M$ is hyperbolic if and only if $d^\infty(f) > 0$.

There also exists a classification for semigroups of isometries in three disjoint families (also called elliptic, parabolic and hyperbolic) obtained by Das, Simmons and Urbański. An application of Theorem 1.1.4 is the following generalization of Proposition 1.1.6, which serves as a motivation to study the joint stable length $D(\Sigma)$:

**Theorem 1.1.7.** The semigroup generated by a bounded set $\Sigma \subset \text{Isom}(M)$ is hyperbolic if and only if $D(\Sigma) > 0$.

In addition, we give a sufficient condition for a product of two isometries to be hyperbolic, and a lower bound for the stable length of the product, improving [12, Chpt. 9, Lem. 2.2]:
Proposition 1.1.8. Let $K \geq 7\delta$ and $f,g \in \text{Isom}(M)$ be such that $d(fx,gx) > \max(d(fx,x) + d^\infty(g), d(gx,x) + d^\infty(f)) + K$ for some $x \in M$. Then $fg$ is hyperbolic, and

$$d^\infty(fg) > d^\infty(f) + d^\infty(g) + 2K - 14\delta.$$ 

Continuity results. The group $\text{Isom}(M)$ possesses a natural topology induced by the product topology on $M^M$, which is called the point-open topology. In this space it coincides with the compact-open topology [13, Prop. 5.1.2]. Using Theorem 1.1.1 we will prove that the stable length behaves well with respect to this topology:

Theorem 1.1.9. The map $f \mapsto d^\infty(f)$ is continuous on $\text{Isom}(M)$ with the point-open topology.

Remark 1.1.10. The stable length may be discontinuous if we do not assume that $M$ is $\delta$-hyperbolic. Take for example $M = \mathbb{C}$ with the Euclidean metric, and let $f_u : \mathbb{C} \to \mathbb{C}$ be given by $f_u(z) = uz + 1$, where $u$ is a parameter in the unit circle. For $u \neq 1$ we have that $f_u$ is a rotation, and hence $d^\infty(f_u) = 0$. But $f_1$ is a translation and $d^\infty(f_1) = 1$. However, the stable length is of course upper semi-continuous for all metric spaces.

Since in general the space $\text{Isom}(M)$ is not metrizable, we need a suitable generalization of the Hausdorff distance. We endow the set $C(\text{Isom}(M))$ of non empty compact (with respect to the point-open topology) sets of isometries with the Vietoris topology [37]. This topology is natural in the sense that its separation, compactness and connectivity properties derive directly from the respective properties on $\text{Isom}(M)$ [37, §4]. In fact, when $\text{Isom}(M)$ is metrizable the Vietoris topology coincides with the one induced by the Hausdorff distance. The definition of the Vietoris topology is given in Subsection 1.5.2.

With these notions it is easy to check that every non empty compact set $\Sigma \subset \text{Isom}(M)$ is bounded and hence the joint stable length is well defined. As a consequence of Corollary 1.1.3 we have:

Theorem 1.1.11. Endowing $C(\text{Isom}(M))$ with the Vietoris topology, the joint stable length $\Sigma \mapsto D(\Sigma)$ and the stable length $\Sigma \mapsto d^\infty(\Sigma)$ are continuous.

1.2 The case of the hyperbolic plane

1.2.1 Derivation of matrix inequalities

In this section we relate the stable lengths for sets of isometries and the spectral radii for $2 \times 2$ sets of matrices. To do this, we study the hyperbolic plane.

Let $\mathbb{H}^2$ be the upper-half plane \{ $z \in \mathbb{C} : \text{Im}(z) > 0$ \} endowed with the Riemannian metric $ds^2 = dz^2/\text{Im}(z)^2$. This space is log 2-hyperbolic (log 2 is the best possible constant [41, Cor. 5.4]). It is known that $\text{SL}_2(\mathbb{R}) = \{ A \in M_2(\mathbb{R}) : \det A = \pm 1 \}$ is isomorphic to $\text{Isom}(\mathbb{H}^2)$, with isomorphism given by

$$A = \begin{pmatrix} a & b \\ c & d \end{pmatrix} \mapsto \tilde{A}z = \begin{cases} az + b \\ cz + d \end{cases} \text{ if } \det A = 1,$$

$$a \bar{z} + b \\ c \bar{z} + d \text{ if } \det A = -1.$$
The relation between the distance $d_{\mathbb{H}^2}$ and the Euclidean operator norm $\|\cdot\|_2$ on $M_2(\mathbb{R})$ is established in the following proposition:

**Proposition 1.2.1.** For every $A \in SL_2^\pm(\mathbb{R})$ and every bounded set $\mathcal{M} \subset SL_2^\pm(\mathbb{R})$ the following holds:

i) $d_{\mathbb{H}^2}(\tilde{A}i,i) = 2 \log (\|A\|_2)$.

ii) $d^\infty(\tilde{A}) = 2 \log(\rho(A))$.

iii) $D(\tilde{\mathcal{M}}) = 2 \log(\mathfrak{R}(\mathcal{M}))$, where $\tilde{\mathcal{M}} = \{\tilde{B}: B \in \mathcal{M}\} \subset \text{Isom}(\mathbb{H}^2)$.

**Proof.** By the definition of the joint stable length and Gelfand’s formula $\rho(A) = \lim_{n \to \infty}(\|A^n\|_2)^{1/n}$ it is easy to see that ii) and iii) are consequences of i).

The proof of i) is simple. In the case that $\tilde{A}$ fixes $i$, that is, $A$ is an orthogonal matrix, the equality is trivial. In the case that $A$ is a diagonal matrix, the proof is a straightforward computation. The general case follows by considering the singular value decomposition.

**Corollary 1.2.2.** For every $A \in SL_2^\pm(\mathbb{R})$ and $z \in \mathbb{H}^2$:

$$d_{\mathbb{H}^2}(\tilde{A}z,z) = 2 \log (\|SAS^{-1}\|_2)$$

where $S$ is any element in $SL_2^\pm(\mathbb{R})$ that satisfies $\tilde{S}z = i$.

**Proof.** By Proposition 1.2.1 i), $d_{\mathbb{H}^2}(\tilde{A}z, z) = d_{\mathbb{H}^2}(\tilde{A}S^{-1}i, S^{-1}i) = d_{\mathbb{H}^2}(\tilde{S}A\tilde{S}^{-1}i, i) = 2 \log (\|SAS^{-1}\|_2)$, where we used that $S$ is an isometry.

Now we present the lower bound for the spectral radius due to Bochi:

**Proposition 1.2.3.** Let $d \geq 2$. For every $A \in M_d(\mathbb{R})$ and every operator norm $\|\cdot\|$ on $M_d(\mathbb{R})$:

$$\|A^d\| \leq (2^d - 1) \rho(A) \|A\|^{d-1}. \quad (1.4)$$

The generalization of Proposition 1.2.3 to a lower bound for the joint spectral radius is as follows:

**Theorem 1.2.4** (Bochi [5]). There exists $C = C(d) > 1$ such that, for every bounded set $\mathcal{M} \subset M_d(\mathbb{R})$ and every operator norm $\|\cdot\|$ on $M_d(\mathbb{R})$:

$$\sup_{A_i \in \mathcal{M}} \|A_1 \ldots A_d\| \leq C \mathfrak{R}(\mathcal{M}) \sup_{A \in \mathcal{M}} \|A\|^{d-1}. \quad (1.5)$$

Dividing by 2, applying the exponential function in (1.1), and using Proposition 1.2.1 i) and Corollary 1.2.2 we obtain

$$\|SAS^{-1}\|_2 \leq 2 \rho(A) \|SAS^{-1}\|_2. \quad (1.6)$$

To replace $\|\cdot\|_2$ by an arbitrary operator norm we use the following lemma [5, Lem. 3.2]:
Lemma 1.2.5. There exists a constant $C_0 > 1$ such that for every operator norm $\|\cdot\|$ on $M_2(\mathbb{R})$ there exists some $S$ in $\text{SL}_2^\pm(\mathbb{R})$ such that for every $A \in M_2(\mathbb{R})$:

$$C_0^{-1}\|A\| \leq \|SAS^{-1}\|_2 \leq C_0\|A\|.$$ 

With this lemma we can give another proof of Bochi’s Proposition 1.2.3 for $d = 2$, replacing the constant $(2^2 - 1)$ by $2C_0^2$, where $C_0$ is the constant given by Lemma 1.2.5. This involves three steps:

**Step 1.** The result is valid for all operator norms and $A \in \text{SL}_2^\pm(\mathbb{R})$.

Consider the operator norm $\|\cdot\|$ on $M_2(\mathbb{R})$ and the respective $S \in \text{SL}_2^\pm(\mathbb{R})$ given by Lemma 1.2.5. Using this in (1.6) we obtain

$$\|A^2\| \leq C_0\|SA^2S^{-1}\|_2 \leq 2C_0\rho(A)\|SAS^{-1}\|_2 \leq 2C_0^2\rho(A)\|A\|.$$ 

**Step 2.** We extend the result to $A \in \text{GL}_2(\mathbb{R})$.

This is easy since inequality (1.6) is homogeneous in $A$.

**Step 3.** We can consider $A$ an arbitrary matrix in $M_2(\mathbb{R})$.

We use that $\text{GL}_2(\mathbb{R})$ is dense in $M_2(\mathbb{R})$ considering the metric given by $\|\cdot\|_2$. In this case the matrix multiplication and the spectral radius are continuous functions. So the conclusion follows.

If we do the same process to recover Theorem 1.2.4 in dimension 2 from Theorem 1.1.2 we will obtain a stronger result:

**Proposition 1.2.6.** For all pairs of matrices $A, B, \in M_2(\mathbb{R})$ and all operator norms $\|\cdot\|$ on $M_2(\mathbb{R})$:

$$\|AB\| \leq 8C_0^2\max\left(\|A\|\rho(B),\|B\|\rho(A),\sqrt{\|A\|\|B\|\rho(AB)}\right). \quad (1.7)$$

**Proof.** The case with $\|\cdot\| = \|\cdot\|_2$ and $A, B \in \text{SL}_2^\pm(\mathbb{R})$ is a consequence of applying Proposition 1.2.1 in (1.2). Steps 1 and 3 are exactly the same as we did before. Step 2 follows by noting that (1.7) is a bihomogeneous inequality, in the sense that when we fix $A$ it is homogeneous in $B$ and when we fix $B$ it is homogeneous in $A$. $\square$

### 1.2.2 Finiteness conjecture on $\text{Isom}(\mathbb{H}^2)$

We finish this section giving a negative answer to the finiteness conjecture when $M = \mathbb{H}^2$. This is equivalent to finding a counterexample to the finiteness conjecture for matrices in $\text{SL}_2^\pm(\mathbb{R})$.

The following construction was communicated to us by I. D. Morris:

Let $A(t) = \left(A_0(t), A_1(t)\right) \in \text{SL}_2^\pm(\mathbb{R})$, where $A_0(t) = \begin{pmatrix} 2 & 1 \\ 3 & 2 \end{pmatrix}$, $A_1(t) = \begin{pmatrix} 2t^{-1} & 3t \\ t^{-1} & 2t \end{pmatrix}$ and $t \in \mathbb{R}^+$. Our claim is the following:

**Theorem 1.2.7.** The family $(A(t))_{t \geq 1}$ contains a counterexample to the finiteness conjecture.
Proof. The argument is similar to the one used in [3]. First, note that for all \( t \geq 1 \) the set \( A(t) \) satisfies the hypotheses of the Jenkinson-Pollicott’s Theorem [28, Thm. 9] and therefore one of the following options holds: either \( A(t) \) is a counterexample to the finiteness conjecture, or there exists a finite product \( \prod_{i=1}^{n} A_{i} \) with \( \sigma = (i_1, \ldots, i_n) \in \{0,1\}^n \) not being a power such that \( \rho(A_{i}^{(t)})^{-1/n} = \mathcal{R}(A(t)) \) and, more importantly, the word \( \sigma \) is unique modulo cyclic permutations.

Suppose that no counterexample exists. As the map \( t \mapsto A(t) \) is continuous, by the continuity of the spectral radius and joint spectral radius on SL_{2}^{+}(\mathbb{R}) and SL_{2}^{-}(\mathbb{R}) respectively, the maps \( t \mapsto \mathcal{R}(A(t)) \) and \( t \mapsto \rho(A_{t}^{(t)}) \) are continuous for all \( \sigma \in \{0,1\}^{n} \). So for all \( \sigma \), the sets \( P(\sigma) = \left\{ t \in [1, \infty) : \rho(A_{t}^{(t)})^{1/n} = \mathcal{R}(A(t)) \right\} \) are closed in \([1, \infty)\), where \( \sigma \) denotes the class of \( \sigma \) modulo cyclic permutation.

If the cardinality of \( \sigma \) such that \( P(\sigma) \neq \emptyset \) was infinite countable, then the compact connected set \([1, \infty)\) would be partitioned in a countable family of non-empty closed sets, a contradiction (see [15, Thm. 6.127]). So, \( P(\sigma) \) is empty for all but a finite number of \( \sigma \). But by connectedness, it happens that \([1, \infty) = P(\sigma)\) for a unique class \( \sigma \). Since \( A_{1}^{(1)} \) is the transpose of \( A_{0}^{(1)} \), the only option is the class of \( \sigma = (0,1) \in \{0,1\}^{2} \), but for \( t \) large enough we have \( \rho(A_{\sigma}^{(t)})^{1/n} < \mathcal{R}(A(t)) \), contradiction again. So, for some \( t_{0} \), \( A(t_{0}) \) is a desired counterexample.

Remark 1.2.8. The continuity of the maps \( t \mapsto \mathcal{R}(A(t)) \) and \( t \mapsto \rho(A_{t}^{(t)}) \) also follows from the general results proved in Section 2.5.

Proof of Proposition 1.1.5. Just take \( \Sigma = \overline{A(t_{0})} \) for \( t_{0} \) found in Theorem 1.2.7. □

1.3 Proof of Theorems 1.1.1 and 1.1.2

We begin with the proof of Theorem 1.1.1, which basically follows from (f.p.c.).

Proof of Theorem 1.1.1. We follow the arguments in [12, Chpt. 9, Lem. 2.2]. Fix \( x \) as base point and \( f \) isometry. Let \( n \geq 2 \) be an integer. Using (f.p.c.) on the points \( x, f^2 x, f x \) and \( f^n x \) we obtain:

\[
d(f^2 x, x) + d(f^n x, f x) \leq \max(d(f x, x) + d(f^n x, f^2 x), d(f^n x, x) + d(f^2 x, f x)) + 2\delta.
\]

As \( f \) is an isometry, if we define \( a_n = d(f^n x, x) \), the inequality is equivalent to:

\[
a_2 + a_{n-1} \leq \max(a_{n-2}, a_n) + a_1 + 2\delta. \tag{1.8}
\]

Now, let \( a = a_2 - a_1 - 2\delta \). We need to show that \( a \leq d^\infty(f) \). If \( a \leq 0 \) there is nothing to prove. So, we assume that \( a \) is positive. We claim that \( a + a_n \leq a_{n+1} \) for all \( n \geq 1 \), which is clear for \( n = 1 \). If we suppose it valid for some \( n \), we know from (1.8):

\[
a + a_{n+1} \leq \max(a_{n+2}, a_n).
\]

If \( a_{n+2} < a_n \), then

\[
a_n < a + (a + a_n) \leq a + a_{n+1} \leq a_n
\]

a contradiction. Therefore \( a + a_{n+1} \leq a_{n+2} \), completing the proof of the claim.
So, by telescoping sum, \( na \leq a_n \) for all \( n \), and then
\[
a \leq \lim_{n} \frac{a_n}{n} = d^\infty(f)
\]
as we wanted to show.

Now we proceed with the proof of Theorem 1.1.2:

**Proof of Theorem 1.1.2.** First we suppose that \( \delta > 0 \). Let \( x \) be a base point and \( f, g \in \text{Isom}(M) \). We use (f.p.c.) on the points \( x, fgx, fx \) and \( f^2x \)
\[
d(fgx, x) + d(fx, x) \leq \max(d(fx, gx) + d(fx, x), d(f^2x, x) + d(gx, x)) + 2\delta, \quad (1.9)
\]
and we separate into two cases:

**Case i)** \( d(fx, gx) \leq \max(d(fx, x) + d^\infty(g), d(gx, x) + d^\infty(f)) + 4\delta \):

Using this into (1.9) we obtain
\[
d(fgx, x) \leq \max(d(fx, gx), d(f^2x, x) + d(gx, x) - d(fx, x)) + 2\delta \quad \text{(by Thm. 1.1.1)}
\]
\[
\leq \max(d(fx, gx), d^\infty(f) + d(gx, x) + 2\delta + 2\delta) \quad \text{(by Case i)}
\]
\[
\leq \max(d^\infty(g) + d(fx, x), d^\infty(f) + d(gx, x)) + 6\delta
\]
completing the proof of the proposition in this case.

**Case ii)** \( d(fx, gx) > \max(d(fx, x) + d^\infty(g), d(gx, x) + d^\infty(f)) + 4\delta \):

Using this we get
\[
d(f^2x, x) + d(gx, x) \leq d(fx, x) + d^\infty(f) + d(gx, x) - d(fx, x) + 2\delta < d(fx, x) + d(fgx, x) - 2\delta.
\]
\[
(1.10)
\]
So, \( \max(d(fx, x) + d(fx, gx), d(f^2x, x) + d(gx, x)) = d(fx, x) + d(fgx, x) \) and we obtain from (1.9) that
\[
d(fgx, x) \leq d(fx, gx) + 2\delta.
\]
\[
(1.11)
\]
Now, we use (f.p.c.) three times. First, on \( x, fx, fgx \) and \( f^2x \):
\[
d(fx, x) + d(fx, gx) \leq \max(d(fgx, x) + d(fx, x), d(f^2x, x) + d(gx, x)) + 2\delta.
\]
But again by (1.10), it cannot happen that \( d(fx, x) + d(fx, gx) \leq d(f^2x, x) + d(gx, x) + 2\delta \), so:
\[
d(fx, gx) \leq d(fgx, x) + 2\delta
\]
and combining with (1.11) we obtain:
\[
|d(fgx, x) - d(fx, gx)| \leq 2\delta. \quad (1.12)
\]
As our hypothesis is symmetric in \( f \) and \( g \), an analogous reasoning allows us to conclude that
\[
|d(gfx, x) - d(fx, gx)| \leq 2\delta. \quad (1.13)
\]
Combining with (1.12) we obtain
\[
|d(fgx, x) - d(gfx, x)| \leq 4\delta. \quad (1.14)
\]
Next, we use (f.p.c.) on \( x, fgx, fx, \) and \( fgfx: \)
\[
d(fgx, x) + d(gfx, x) \leq \max(2d(fx, x), d(fgx, x) + d(gx, x)) + 2\delta. \tag{1.15}
\]
But by (1.14) and assumption \( ii \)
\[
d(fgx, x) + d(gfx, x) \geq 2d(fx, gx) - 4\delta > 2d(fx, x) + 2\delta.
\]
So, using this with (1.14), in (1.15):
\[
2d(fgx, x) \leq d(fgx, x) + d(gx, x) + 6\delta. \tag{1.16}
\]

Finally, by (f.p.c.) on \( x, fgx, fx, (fg)^2 x \) we obtain:
\[
d(fgx, x) + d(fgx, x) \leq \max(d(fgx, x) + d(gx, x), d((fg)^2 x, x) + d(fx, x)) + 2\delta.
\]
If the maximum in the right hand side were \( d(fgx, x) + d(gx, x) \), we would have
\[
d(fgx, x) \leq d(gx, x) + 2\delta. \quad \text{But then by (1.12) and (1.13)}:
\]
\[
2d(fx, gx) - 4\delta \leq (d(fgx, x) + d(gx, x)) \quad \text{(by (1.15))}
\leq \max(2d(fx, x), d(fgx, x) + d(gx, x)) + 2\delta
\leq 2 \max(d(fx, x), \max(gx, x)) + 4\delta \quad \text{(by Case \( ii \))}
< 2d(fx, gx) - 4\delta.
\]
This contradiction and Theorem 1.1.1 applied to \( fg \) show us that
\[
d(fgx, x) \leq (d(fg)^2 x, x) + d(fx, x) + 2\delta - d(gx, x)
\leq (d(fgx, x) + d^\infty(gf)) + 2\delta + d(fx, x) + 2\delta - d(gfx, x)
\leq d(fx, x) + d^\infty(g) + 4\delta.
\]
Using this with (1.16) we can finish:
\[
d(fgx, x) \leq (d(fgx, x) + d(gx, x))/2 + 3\delta
\leq (d^\infty(g) + d(fx, x) + d(gx, x))/2 + 5\delta.
\]
In both cases our claim is true. To conclude the proof, note that a 0-hyperbolic space is \( \delta \)-hyperbolic for all \( \delta > 0 \). \( \square \)

As a corollary of the proof of Theorem 1.1.2 we obtain a sufficient condition for a product of two isometries to be hyperbolic, and a lower bound for the stable length of the product, improving [12, Chpt. 9, Lem. 2.2]:

**Proposition 1.3.1.** Let \( K \geq 7\delta \) and \( f, g \in \text{Isom}(M) \) be such that \( d(fx, gx) > \max(d(fx, x) + d^\infty(g), d(gx, x) + d^\infty(f)) + K \) for some \( x \in M \). Then \( fg \) is hyperbolic, and
\[
d^\infty(fg) > d^\infty(f) + d^\infty(g) + 2K - 14\delta.
\]

**Proof.** Since \( K \geq 4\delta \), we are in Case \( ii \) of the previous proof. So we have
\[
d(fgx, x) \leq (d^\infty(g) + d(fx, x) + d(gx, x))/2 + 5\delta. \quad \text{But by (1.12) and our assumption, we obtain}
\]
\[
\frac{d(fx, x) + d(gx, x) + d^\infty(f) + d^\infty(g)}{2} \leq \max(d(fx, x) + d^\infty(g), d(gx, x) + d^\infty(f))
< d(fx, gx) - K
\leq d(fgx, x) + 2\delta - K
\leq \frac{d(fx, x) + d(gx, x) + d^\infty(fg)}{2} + 7\delta - K
\]
The conclusion follows easily. □

1.4 Berger-Wang and further properties of the stable length and joint stable length

1.4.1 A Berger-Wang Theorem for sets of isometries

Now we prove Theorem 1.1.4. We follow the arguments used in [5, Cor. 1]:

Proof of Theorem 1.1.4. It is clear that $\mathcal{D}(\Sigma) \geq \limsup_{n \to \infty} d^\infty(\Sigma^n)/n$. Fixing a base point $x$ and applying Corollary 1.1.3 to $\Sigma^n$ we have

$$d(\Sigma^{2n}, x) \leq d(\Sigma^n, x) + d^\infty(\Sigma^{2n})/2 + 6\delta.$$ 

Dividing by $n$, taking lim inf when $n \to \infty$ and using that $\mathcal{D}(\Sigma) = 2\mathcal{D}(\Sigma)$, we obtain the result. □

As a consequence we can describe the joint stable length of a bounded set of isometries in terms of the joint stable lengths of its finite non empty subsets.

**Proposition 1.4.1.** If $M$ is $\delta$-hyperbolic then for every bounded set $\Sigma \subset \text{Isom}(M)$ we have:

$$\mathcal{D}(\Sigma) = \sup \{ \mathcal{D}(F) : F \subset \Sigma \text{ and } F \text{ is finite and non empty} \}.$$ 

**Proof.** Let $L$ be the supremum in the right hand side. Clearly $L \leq \mathcal{D}(\Sigma)$. For the reverse inequality, let $\epsilon > 0$ and $n \geq 1$ be such that $|\mathcal{D}(\Sigma) - d^\infty(\Sigma^n)/n| < \epsilon/2$. Also let $F = \{f_1, \ldots, f_n\} \subset \Sigma$ be such that $d^\infty(\Sigma^n) \leq d^\infty(f_1 \cdots f_n) + \epsilon/2$. So we have

$$\mathcal{D}(\Sigma) \leq d^\infty(\Sigma^n)/n + \epsilon/2$$

$$< d^\infty(f_1 \cdots f_n)/n + \epsilon$$

$$\leq \mathcal{D}(F^n)/n + \epsilon$$

$$= \mathcal{D}(F) + \epsilon.$$ 

Then it follows that $\mathcal{D}(\Sigma) \leq L$. □

1.4.2 Dynamical interpretation and semigroups of isometries

The stable length plays an important role in geometry and group theory (see e.g. [18] and the appendix in [17]). In this section we see its relation with isometries of Gromov hyperbolic spaces.

It is a well known fact that an isometry $f$ of an hyperbolic metric space $M$ belongs to exactly one of the following families:

i) **Elliptic:** if the orbit of some (and hence any) point by $f$ is bounded.
ii) **Parabolic:** if it is not elliptic and the orbit of some (and hence any) point by \( f \) has a unique accumulation point on the Gromov boundary \( \partial M \).

iii) **Hyperbolic:** if it is not elliptic and the orbit of some (and hence any) point by \( f \) has exactly two accumulation points on \( \partial M \).

A proof of this classification for general hyperbolic spaces can be found in [13, Thm. 6.1.4], while for proper hyperbolic spaces this result is proved in [12, Chpt. 9, Thm. 2.1].

As we said in the introduction, an isometry of \( M \) is hyperbolic if and only if its stable length is positive. We want to extend this result for bounded sets of isometries. For our purpose we count with a classification for semigroups of isometries.

A semigroup \( G \subset \text{Isom}(M) \) is:

i) **Elliptic:** If \( Gx \) is a bounded subset of \( M \) for some (hence any) \( x \in M \).

ii) **Parabolic:** If it is not elliptic and there exists a unique point in \( \partial M \) fixed by all the elements of \( G \).

iii) **Hyperbolic:** If it contains some hyperbolic element.

An important result is that these are all the possibilities [13, Thm. 6.2.3]:

**Theorem 1.4.2** (Das-Simmons-Urbański). A semigroup \( G \subset \text{Isom}(M) \) is either elliptic, parabolic or hyperbolic.

So, as a corollary of Theorem 1.1.4 we obtain a criterion for hyperbolicity for a certain class of semigroups given by Theorem 1.1.7, that extends Proposition 1.1.6. Let \( \Sigma \) be a subset of \( \text{Isom}(M) \) and denote by \( \langle \Sigma \rangle \) the semigroup generated by \( \Sigma \); that is, \( \langle \Sigma \rangle = \cup_{n \geq 1} \Sigma^n \).

**Proof of Theorem 1.1.7.** By Theorem 1.1.4, \( D(\Sigma) > 0 \) if and only if \( d^\infty(\Sigma^n) > 0 \) for some \( n \geq 1 \), which is equivalent to \( d^\infty(f) > 0 \) for some \( f \in \cup_{n \geq 1} \Sigma^n = \langle \Sigma \rangle \). This is equivalent to the hyperbolicity of \( \langle \Sigma \rangle \) by Proposition 1.1.6.

### 1.4.3 Relation with the minimal length

When we require \( M \) to be a geodesic space (i.e. every pair of points \( x, y \) can be joined by an arc isometric to an interval) we have another lower bound for the stable length. If \( f \in \text{Isom}(M) \) define

\[ d(f) = \inf_{x \in M} d(fx, x). \]

This number is called the *minimal length* of \( f \). It is clear that \( d^\infty(f) \leq d(f) \). On the other hand we have

**Proposition 1.4.3.** If \( M \) is \( \delta \)-hyperbolic and geodesic and \( f \in \text{Isom}(M) \) then

\[ d(f) \leq d^\infty(f) + 16\delta. \]
For a proof of this proposition see [12, Chpt. 10, Prop. 6.4]. This gives us another lower bound for the joint stable length:

**Proposition 1.4.4.** With the same assumptions of Proposition 1.4.3, for all bounded sets \( \Sigma \subset \text{Isom}(M) \) we have:

\[
\sup_{f \in \Sigma} d(f) \leq \mathcal{D}(\Sigma) + 16\delta.
\]

**Remark 1.4.5.** A result similar to Proposition 1.4.3 is false if we do not assume \( M \) to be geodesic. Indeed, consider a \( \delta \)-hyperbolic space \( M \) and \( f \in \text{Isom}(M) \) with a fixed point and such that \( \sup_{x \in M} d(f(x), x) = \infty \). So, for all \( R > 0 \) the set \( M_R = \{ x \in M : d(f(x), x) \geq R \} \) is a \( \delta \)-hyperbolic space and \( f \) restricts to an isometry \( f_R \) of \( M_R \). This is satisfied for example by every non-identity elliptic Möbius transformation in \( \mathbb{H}^2 \). But \( d^\infty(f_R) = d^\infty(f) = 0 \) and \( d(f_R) \geq R \).

This is one of the reasons, together with Proposition 1.1.6, we work with a generalization of the stable length instead of the minimal length (elliptic or parabolic isometries can satisfy \( d(f) > 0 \)).

We finish this section showing that the generalizations of the minimum displacement and the stable distance in general may be different. This is the case of \( \mathbb{H}^2 \):

**Proposition 1.4.6.** There exists \( \Sigma \subset \text{Isom}(\mathbb{H}^2) \) such that

\[
\mathcal{D}(\Sigma) < \inf_{z \in \mathbb{H}^2} d(\Sigma, z).
\]

**Proof.** Let \( \mathcal{A} = \{ F_0, F_1 \} \) be a counterexample to the finiteness conjecture given by Theorem 1.2.7. We will prove that \( \Sigma = \overline{\mathcal{A}} \) satisfies our requirements.

Let \( f_i = \tilde{F}_i \) for \( i \in \{ 0, 1 \} \). By the construction made in Subsection 1.2.2, it is a straightforward computation to see that \( f_0 \) and \( f_1 \) are hyperbolic isometries and that they have disjoint fixed point sets in \( \partial \mathbb{H}^2 = \mathbb{R} \cup \{ \infty \} \). Hence, by properties of hyperbolic geometry, given \( K \geq 0 \) the set \( C_i(K) = \{ z \in \mathbb{H}^2 : d(f_i z, z) \leq K \} \) is within bounded distance from the axis of \( f_i \). We conclude that \( C_0(K) \cap C_1(K) \) is compact and the map \( z \to d(\Sigma, z) = \max(d(f_0 z, z), d(f_1 z, z)) \) is proper.

Now suppose that \( \mathcal{D}(\Sigma) = \inf_{z \in \mathbb{H}^2} d(\Sigma, z) \) and let \( (z_n)_n \) be a sequence in \( \mathbb{H}^2 \) such that \( d(\Sigma, z_n) \to \mathcal{D}(\Sigma) \). By the properness property the sequence \( (z_n)_n \) must be bounded and by compactness we can suppose that it converges to \( w \in \mathbb{H}^2 \). So by continuity we have \( \mathcal{D}(\Sigma) = d(\Sigma, w) \). But then the set \( \mathcal{A} \) would have as extremal norm \( ||A|| = ||SAS^{-1}||_2 \) where \( S \in \text{SL}_2^+(\mathbb{R}) \) satisfies \( \tilde{S}w = i \), and by [34, Thm. 5.1], \( \mathcal{A} \) would satisfy the finiteness property, a contradiction. \( \square \)

### 1.5 Continuity

#### 1.5.1 Continuity of the stable length

Now we study the continuity properties of the stable and joint stable lengths. Throughout the section we assume that \( \text{Isom}(M) \) has the finite-open topology. It is generated by the subbasic open sets \( G(x, U) = \{ f \in \text{Isom}(M) : f(x) \in U \} \).
where $x \in M$ and $U$ is open in $M$, and makes $\text{Isom}(M)$ a topological group [13, Prop. 5.1.3]. The finite-open topology is also called the pointwise convergence topology because of the following property [15, Prop. 2.6.5]:

**Proposition 1.5.1.** A net $(f_{\alpha})_{\alpha \in A} \subset \text{Isom}(M)$ converges to $f$ if and only if $(f_{\alpha}x)_{\alpha \in A}$ converges to $fx$ for all $x \in M$.

**Corollary 1.5.2.** For all $n \in \mathbb{Z}$ and $x \in M$ the function from $\text{Isom}(M)$ to $\mathbb{R}$ that maps $f$ to $d(f^n x, x)$ is continuous.

**Proof.** As $\text{Isom}(M)$ is a topological group, by Proposition 1.5.1 the function $f \mapsto d(f^n x, x)$ is continuous for all $x \in M$ and $n \in \mathbb{Z}$. The conclusion follows by noting that the map $f \mapsto d(f^n x, x)$ is a composition of continuous functions. \qed

With Corollary 1.5.2 we can prove Theorem 1.1.9:

**Proof of Theorem 1.1.9.** We follow an idea of Morris (see [38]). By subadditivity, $d^\infty(f)$ is the infimum of continuous functions, hence is upper semi-continuous. For the lower semi-continuity, Theorem 1.1.1 implies that for any $x \in M$:

$$d^\infty(f) = \sup_{n \geq 1} \frac{d(f^{2n} x, x) - d(f^n x, x) - 2\delta}{n}.$$ 

So $d^\infty(f)$ is also the supremum of continuous functions. \qed

### 1.5.2 Vietoris topology and continuity of the joint stable length

For the continuity of the joint stable length we need to work in the correct space. A natural candidate is $\mathcal{B}(\text{Isom}(M))$, the space of non empty bounded sets of $\text{Isom}(M)$. Also, let $\mathcal{BF}(\text{Isom}(M))$ be the set of closed and bounded subsets of $\text{Isom}(M)$. First of all, by the following lemma it is sufficient to consider closed (and bounded) sets of isometries:

**Lemma 1.5.3.** If $\Sigma \in \mathcal{B}(\text{Isom}(M))$ then:

1. $\Sigma \in \mathcal{BF}(\text{Isom}(M))$.
2. $d((\Sigma^n), x) = d((\Sigma)^n, x) = d(\Sigma^n, x)$ for all $x \in M, n \geq 1$.
3. $D(\Sigma) = D(\Sigma)$.

**Proof.** Assertion 1) is trivial and 3) is immediate from 2). For the latter, let $f \in \Sigma$ and $(f_{\alpha})$ a net in $\Sigma$ converging to $f$. As $d(f_{\alpha}x, x) \leq d(\Sigma, x)$ for all $\alpha$, then $d(fx, x) \leq d(\Sigma, x)$. So $d(\Sigma, x) \leq d(\Sigma, x) \leq d(\Sigma, x)$ and

$$d(\Sigma, x) = d(\Sigma, x).$$ (1.17)

Now, let $g = f^{(1)} f^{(2)} \ldots f^{(n)} \in \Sigma^n$ with $f^{(i)} \in \Sigma$. There exist nets $(f_{\alpha}^{(i)})_{\alpha \in A_i}$ such that $f_{\alpha}^{(i)}$ tends to $f^{(i)}$ for all $i$. But since $\text{Isom}(M)$ is topological group,
\[ f_\alpha = f_\alpha^{(1)} f_\alpha^{(2)} \cdots f_\alpha^{(n)} \] (with \( \alpha = (\alpha_1, \ldots, \alpha_n) \in A_1 \times \cdots \times A_n \)) defines a net in \( \Sigma^a \) that tends to \( g \). We conclude that \( (\Sigma)^n \subset (\Sigma^n) \) and by (1.17) we obtain
\[
d(\Sigma^n, x) \leq d((\Sigma)^n, x) \leq d((\Sigma^n), x) = d(\Sigma^n, x).
\]
The conclusion follows. \( \square \)

Our next step is to define a topology on \( BF(Isom(M)) \). We follow the construction given by E. Michael \cite{37}. Let \( P(Isom(M)) \) be the set of non empty subsets of \( M \). If \( U_1, \ldots, U_n \) are non empty open sets in \( Isom(M) \) let
\[
\langle U_1, \ldots, U_n \rangle := \left\{ E \in P(Isom(M)) : E \subset \bigcup_i U_i \text{ and } E \cap U_i \neq \emptyset \text{ for all } i \right\}.
\]
The Vietoris topology on \( P(Isom(M)) \) is the one which has as base the collection of sets \( \langle U_1, \ldots, U_n \rangle \). We say that a subset of \( P(Isom(M)) \) with the induced topology also has the Vietoris topology.

With this in mind the space \( BF(Isom(M)) \) satisfies one of our requirements:

**Proposition 1.5.4.** For all \( x \in M \) the map \( \Sigma \mapsto d(\Sigma, x) \) is continuous on \( BF(Isom(M)) \).

**Proof.** It follows from Theorem 1.1.9 and the fact that taking supremum preserves continuity on \( BF(Isom(M)) \), see \cite[Prop. 4.7]{37}. \( \square \)

For the continuity of the composition map \( (\Sigma, \Pi) \mapsto \Sigma \Pi \) we must impose further restrictions. So we work on \( C(Isom(M)) \), the set of non empty compact subsets of \( Isom(M) \). In this space all our claims are satisfied:

**Proof of Theorem 1.1.11.** The idea of the proof of the continuity of the joint stable length is the same one that we used in the proof of Theorem 1.1.9. We claim that in \( C(Isom(M)) \) the maps \( \Sigma \mapsto d(\Sigma, x) \) and \( \Sigma \mapsto \Sigma^n \) are continuous for all \( x \in M \) and \( n \in \mathbb{Z}^+ \). The first assertion is Proposition 1.5.4 and the second one comes from a general result in topological groups. We prove it in Appendix A (see Corollary A.3). Similarly the continuity of the stable length follows as in the proof of Proposition 1.5.4. \( \square \)

It follows from Theorem 1.1.11 that the joint stable length is continuous on the set of non empty finite subsets of \( Isom(M) \). This affirmation together with Proposition 1.4.1 allows us to conclude a semi-continuity result on \( BF(Isom(M)) \):

**Theorem 1.5.5.** The map \( D(.) : BF(Isom(M)) \rightarrow \mathbb{R} \) is lower semi-continuous.

**Proof.** Let \( \epsilon > 0 \) and \( \Sigma \in BF(Isom(M)) \). By Proposition 1.4.1 there is \( F \subset \Sigma \) finite with \( D(\Sigma) - D(F) < \epsilon / 2 \). As \( F \in C(Isom(M)) \), by Theorem 1.1.11 there exist open sets \( U_1, \ldots, U_n \subset Isom(M) \) such that \( V = \langle U_1, \ldots, U_n \rangle \) is an open neighborhood of \( B \) and if \( G \) is finite and \( G \in V \) then \( |D(F) - D(G)| < \epsilon / 2 \).

Let \( W = \langle Isom(M), U_1, \ldots, U_n \rangle \). Clearly \( W \) is an open neighborhood of \( \Sigma \), and if \( A \in W \), then there exist \( f_1, \ldots, f_n \) with \( f_i \in A \cap U_i \) for all \( i \). So \( H = \{ f_1, \ldots, f_n \} \in V \) and then \( |D(F) - D(H)| < \epsilon / 2 \). We have
\[
D(\Sigma) < D(F) + \epsilon / 2 < D(H) + \epsilon \leq D(A) + \epsilon.
\]
and the conclusion follows.
Chapter 2

A New Inequality about Matrix Products and a Berger-Wang Formula

2.1 Introduction

Let $k$ be a field, and let $M_d(k)$ be the algebra of $d \times d$ matrices with coefficients in $k$. If $k = \mathbb{R}$ or $\mathbb{C}$, let $\|\cdot\|$ be any norm on $k^d$, with the corresponding operator norm on $M_d(k)$ also denoted by $\|\cdot\|$. The spectral radius of a matrix $A$ will be denoted by $\rho(A)$. Given a bounded set $\mathcal{M} \subset M_d(k)$, the joint spectral radius of $\mathcal{M}$ is defined by the formula

$$R(\mathcal{M}) = \lim_{n \to \infty} \left( \sup \{ \| A_1 \cdots A_n \| : A_i \in \mathcal{M} \} \right)^{1/n}. \quad (2.1)$$

By a submultiplicative argument, this quantity is well defined and finite, and the limit in the right hand side of (2.1) can be replaced by the infimum over $n$.

The joint spectral radius was introduced by Rota and Strang [46], and for a set $\mathcal{M} \subset M_d(k)$, represents the maximal exponential growth rate of the partial sequence of products $(A_1 \cdots A_n)_n$ of a sequence of matrices $A_1, A_2, \ldots$ with $A_i \in \mathcal{M}$. For this reason, this quantity has appeared in several mathematical contexts, making it an important object of study (see e.g. [22, 29, 39, 48]). In particular, the question of whether the joint spectral radius may be approximated by periodic sequences plays an important role. The Berger-Wang formula gives a positive answer to this question in the case of bounded sets of matrices [2]:

**Theorem 2.1.1** (Berger-Wang formula). If $\mathcal{M} \subset M_d(\mathbb{C})$ is bounded, then

$$R(\mathcal{M}) = \limsup_{n \to \infty} \left( \sup \{ \rho(A_1 \cdots A_n) : A_i \in \mathcal{M} \} \right)^{1/n}. \quad (2.2)$$

This result has been generalized by Morris, to the context of linear cocycles (including infinite dimensional ones) [40], by using multiplicative ergodic theory. In the finite dimensional case, the problem of finding a formula similar to (2.2), when there is a Markov-type constraint on the allowed products was presented
by Kozyakin [33]. Although the result of Morris already applies to this kind of constraints, the novelty in Kozyakin’s proof is that his arguments are purely linear algebraic, and are consequences of Theorem 2.1.1.

Another tool to obtain results related to joint spectral radius was found by J. Bochi in [5]. In that work, he proved some inequalities that may be seen as lower bounds for spectral radii of sets of matrices in terms of the norms of such matrices. Following that method, the purpose of this chapter is to present an inequality relating the norm of the product of matrices with the spectral radii of subproducts. We will give an upper bound for the norm of the product of matrices $A_N \cdots A_1$ in terms of the spectral radii of its subproducts $A_{\beta}A_{\beta-1} \cdots A_{\alpha+1}A_{\alpha}$. This inequality will allow us to obtain relations similar to (2.2). It holds in an arbitrary local field where the notions of absolute value, norm, and spectral radius are well defined (see Section 2.4 for a detailed explanation). Our main result is the following:

**Theorem 2.1.2.** Let $d \in \mathbb{N}$, $k$ be a local field, and $\|\|$ be a norm on $M_d(k)$. Then there exist constants $N = N(d) \in \mathbb{N}$, $0 < \delta = \delta(d,k) < 1$, and $C = C(d,k,\|\|) > 1$ satisfying the following inequality for all $A_1, \ldots, A_N \in M_d(k)$:

$$\|A_N \cdots A_1\| \leq C \left( \prod_{1 \leq i \leq N} \|A_i\| \right) \max_{1 \leq \alpha \leq \beta \leq N} \left( \frac{\rho(A_{\beta} \cdots A_{\alpha})}{\prod_{\alpha \leq i \leq \beta} \|A_i\|} \right)^{\delta}, \quad (2.3)$$

where the right hand side is treated as zero if one of the $A_i$ is the zero matrix.

So if the norm of the product $A_N \cdots A_1$ is comparable to (that is, not much smaller than) the product of the norms, then there exists a subproduct $A_{\beta} \cdots A_{\alpha}$ whose spectral radius is comparable to (that it, not much smaller than) $\prod_{\alpha \leq i \leq \beta} \|A_i\|$.

Note that inequality (2.3) is homogeneous in each variable $A_i$. We will later show that $N(d) \leq \prod_{i=1}^{d-1} \binom{d}{i} = \prod_{i=0}^{d} \binom{d}{i}$ for all $d \in \mathbb{N}$. We will also show that this upper bound is not sharp, because $N(3) \leq 5$ (see Proposition 2.2.4). In addition, when $k = \mathbb{C}$, the constant $C$ in (2.3) may be chosen independent of the norm $\|\|$, provided that $\|\|$ is an operator norm (see Proposition 2.4.2).

The approach of using inequalities to prove results similar to (2.2) also has been applied by I. Morris to study matrix pressure functions [38] and by the author in the context of isometries in Gromov hyperbolic spaces [44]. The novelty of the inequality presented here is that it respects the order in which the matrices are multiplied. While previous works considered a sum or a maximum over all possible subproducts of length $N$ with respect to a given alphabet of matrices, in Theorem 2.1.2 we consider just one product of length $N$ together with its subproducts. This distinction allows inequality (2.3) to be used in cases where only some specific kinds of products are allowed.

The proof of this inequality is based in the non trivial case of equality, where the right hand side of (2.3) is zero. This occurs when $\rho(A_j \cdots A_i) = 0$ for all $1 \leq i \leq j \leq N$, that is, when $A_j, \ldots, A_i$ are all nilpotent. Denote by $\mathcal{N}_d(k)$ the set of nilpotent elements of $M_d(k)$. Then define, for $n \geq 1$, the set $\mathcal{N}_d^N(k)$ of $n$-tuples $(A_1, \ldots, A_n) \in M_d(k)^n$ such that $A_j \cdots A_i \in \mathcal{N}_d(k)$ for all $1 \leq i \leq j \leq n$. The particular case of (2.3) that we highlighted can be restated as follows:

**Theorem 2.1.3.** For all $d \geq 1$ there exists an integer $N = N(d) \geq 1$ such that, for every field $k$, if $(A_1, \ldots, A_N) \in \mathcal{N}_d^N(k)$, then the product $A_N \cdots A_1$ is zero.
The proof of Theorem 2.1.3 is purely linear algebraic, exploiting the properties of the $n$-exterior power functor. This result may be compared with Leitzki's Theorem (see [45, Thm. 2.1.7]), that asserts that for an algebraically closed field $k$, every semigroup $S \subset M_d(k)$ of nilpotent matrices is simultaneously triangularizable. That is, there is some $B \in GL_d(k)$ such that $BAB^{-1}$ is upper triangular with zero diagonal for every $A \in S$. In particular, if $A_1, \ldots, A_d \in S$, then the product $A_1 \cdots A_d$ is zero. As we show in Subsection 2.2.1, the optimal $N(d)$ in Theorem 2.1.3 is in general bigger than $d$. Therefore the matrices satisfying the hypothesis of the Theorem admit no normal form as simple as in Leitzki's Theorem.

**Applications to Ergodic theory.** Let $(X, F, \mu)$ be a probability space, and let $T : X \to X$ be a measure preserving map. By a linear cocycle over $X$, we mean a measurable map $A : X \to M_d(k)$ together with the family of maps $A^n$ defined by the formula

$$A^n(x) = A(T^{n-1}x) \cdots A(Tx)A(x), \quad \text{for } n \geq 1, x \in X.$$ 

These maps satisfy the multiplicative cocycle relation $A^{m+n}(x) = A^m(T^n x)A^n(x)$ for all $m, n \geq 1, x \in X$.

We usually denote a linear cocycle by $A = (X, T, A)$, and say that $A$ is integrable if $\max(\log \|A\|, 0)$ is integrable. In this case, Kingman’s theorem implies that, for $\mu$-almost all $x \in X$, the limit $\lambda(x) = \lim_{n \to \infty} \frac{\log \|A^n(x)\|}{n} \in [-\infty, \infty)$ exists, and moreover, $\lambda$ is $T$-invariant. This function is the upper Lyapunov exponent of $A$, and is one of the most important concepts in multiplicative ergodic theory.

As an application of our inequality, we reprove the following theorem due to I. Morris (first tested numerically in [20] and proved by Avila-Bochi for $SL_2(\mathbb{R})$ in [1, Thm. 15]).

**Theorem 2.1.4.** [40, Thm. 1.6] Let $T$ be a measure-preserving transformation of a probability space $(X, F, \mu)$ and let $A : X \to M_d(k)$ be an integrable linear cocycle. If $\lambda$ is as before, then for $\mu$-almost all $x \in X$ we have

$$\limsup_{n \to \infty} \frac{\log(\rho(A^n(x)))}{n} = \lambda(x). \quad (2.4)$$

While Morris’s proof of this result relies on Oseledets Theorem, we will mainly use Theorem 2.1.2 and a quantitative version of Poincaré’s recurrence Theorem.

## 2.2 Proof of Theorem 2.1.3

We begin the proof of Theorem 2.1.3 with some useful results. For a given vector space $V$ (over an arbitrary field), let $\text{End}(V)$ be the algebra of linear endomorphisms of $V$. The dimension of the image of a linear transformation $T \in \text{End}(V)$ will be denoted as $\text{rank}(T)$. Also, let $N^n(V)$ be the set of $n$-tuples $(T_1, \ldots, T_n) \in \text{End}(V)^n$ such that $T_j \cdots T_i$ is nilpotent for all $1 \leq i \leq j \leq n$. With our previous notation, we have $N^n(k^d) = N^n_d(k).

**Proposition 2.2.1.** Let $1 \leq n \leq \dim V$ and $(T_1, \ldots, T_n) \in N^n(V)$ be such that $\text{rank}(T_j) \leq 1$ for all $1 \leq j \leq n-1$. If $v \in V$ and $T_n \cdots T_1 v \neq 0$, then $v, T_1 v, T_2 T_1 v, \ldots, T_n \cdots T_1 v$ are all distinct and form a linearly independent set.
Given a basis \( \{v\} \) of \( V \) that if

\[

\text{Corollary 2.2.2. If } (T_1, \ldots, T_d) \in \mathcal{N}^d(V) \text{ and } \text{rank}(T_j) \leq 1 \text{ for all } 1 \leq j \leq d-1, \text{ then } T_d \cdots T_1 = 0.

\]

\[
\text{Proof. Assume the contrary and let } v \in V \text{ be such that } T_d \cdots T_1 v \neq 0. \text{ Then by Proposition 2.2.1, the set } \{v, T_1 v, T_2 T_1 v, \ldots, T_d \cdots T_1 v\} \text{ would be a linearly independent set of cardinality greater than } \text{dim } V. \text{ A contradiction.}
\]

For the next steps in our proof we need some fact about exterior powers. Recall that if \( V \) is a vector space of dimension \( d \), the \( r \)-fold exterior power \( \Lambda^r V \) is the vector space of alternating \( r \)-linear forms on the dual space \( V^* \) (see e.g. [35, XIX.1]). Given a basis \( \{v_1, \ldots, v_d\} \) of \( V \), the set \( \{v_{i_1} \wedge \cdots \wedge v_{i_r} : 1 \leq i_1 < \cdots < i_r \leq d\} \) is a basis of \( \Lambda^r V \). Hence \( \dim \Lambda^r V = \binom{d}{r} \).

The exterior power also induces a map \( \Lambda^r : \text{End}(V) \to \text{End}(\Lambda^r V) \) given by the linear extension of \( (\Lambda^r T)(w_1 \wedge \cdots \wedge w_r) = (Tw_1 \wedge \cdots \wedge Tw_r) \). This map is functorial: The relation \( \Lambda^r(ST) = \Lambda^r(S) \Lambda^r(T) \) holds for all \( S, T \in \text{End}(V) \). This induces a map \( \Lambda^r : \mathcal{N}(V) \to \mathcal{N}(\Lambda^r V) \) that extends to \( \mathcal{N}^n(V) \to \mathcal{N}^n(\Lambda^r V) \) for all \( n \geq 1 \).

Another important fact is that, when \( T \in \mathcal{N}(V) \) and \( \text{rank}(T) = r > 0 \), then \( \text{rank}(\Lambda^r T) = 1 \). This is because the image of \( \Lambda^r T \) is generated by any \( r \)-form associated to the \( r \)-dimensional subspace \( T(V) \). This remark is crucial in the end of our proof.

\[
\text{Lemma 2.2.3. Let } 1 \leq r \leq d \text{ and } m = \binom{d}{r}. \text{ Given } (T_1, \ldots, T_m) \in \mathcal{N}^m(V), \text{ with } \text{rank}(T_j) \leq r \text{ for all } 1 \leq j \leq m-1, \text{ we have } \text{rank}(T_m \cdots T_1) < r.
\]

\[
\text{Proof. If that is the case then we will have } \text{rank}(T_j T_{j-1} \cdots T_1) \leq r \text{ for all } 1 \leq i \leq j \leq m-1. \text{ Then the tuple } (\Lambda^r T_1, \ldots, \Lambda^r T_m) \in \mathcal{N}^m(\Lambda^r V) \text{ will satisfy the hypothesis of Corollary 2.2.2, and hence } \text{rank}(T_m \cdots T_1) = 0, \text{ which implies that } \text{rank}(T_m \cdots T_1) < r.
\]

\[
\text{Proof of Theorem 2.1.3. Let } 1 \leq l < d \text{ and } r(l) = \binom{d}{l} \cdot \binom{l}{d-1} = \binom{d}{1} \cdot \binom{l}{d-1}. \text{ We claim that for all } (T_1, \ldots, T_r(l)) \in \mathcal{N}^{r(l)}(V) \text{ we have } \text{rank}(T_r(l) \cdots T_1) < d - l. \text{ If so, the result follows with } N = r(d-1) = \binom{d}{1} \cdot \binom{d}{d-1}.
\]
We will argue by induction. The case $l = 1$ is Lemma 2.2.3 with $r = d - 1$. Now, assume the result for some $l < d$, and for $1 \leq j \leq \binom{d+1}{l+1}$, define $\hat{T}_j = T_{(l+1)j} \cdots T_{(l+1)(j-1)+1}$. Then $(\hat{T}_1, \ldots, \hat{T}_{\binom{d}{l+1}}) \in \mathcal{N}^{l+1}(V)$, and by our inductive hypothesis, we obtain $\text{rank}(\hat{T}_j) \leq d - l - 1$. So, we are in the assumption of 2.2.3 with $r = d - l - 1$ and we conclude that $\text{rank}(T_{(l+1)1} \cdots T_1) = \text{rank}(\hat{T}_{(l+1)} \cdots \hat{T}_1) < d - l - 1$. This proves the claim and concludes the proof of the theorem.

### 2.2.1 Some computations in low dimension

Let $N(d)$ be the least value of $N$ for which Theorem 2.1.3 (and therefore also Theorem 2.1.2) holds true. From the proof of Theorem 2.1.3, we can obtain the bound $N(d) \leq \binom{d}{1} \binom{d}{2} \cdots \binom{d}{d-1}$ for all $d$. Also, since for all $d$ we can construct a matrix $A \in \mathcal{N}_d(k)$ of rank $d - 1$, the tuple $(A, \ldots, A) \in \mathcal{N}^{d-1}(k^d)$ satisfies $A^{d-1} \neq 0$ and hence we have the lower bound $N(d) \geq d$. In particular, we conclude that $N(2) = 2$, and for higher dimensions we get the bounds $3 \leq N(3) \leq 9$ and $4 \leq N(4) \leq 96$. We end this section by finding a better bound for $N(3)$.

**Proposition 2.2.4.** For any field $k$, we have $N(3) \leq 5$. In addition, if $\text{char} \ k \neq 2$, then $N(3) = 5$.

To prove this, we need a lemma:

**Lemma 2.2.5.** Let $(C, B, A) \in \mathcal{N}^3(k^3)$. If $\text{rank} \ B = 1$, then $AB = \lambda B$ or $BC = \lambda B$ for some $\lambda \in k$.

**Proof.** Assume that $B = \begin{pmatrix} 0 & 0 & 0 \\ 0 & 0 & 1 \\ 0 & 0 & 0 \end{pmatrix}$, $A = \begin{pmatrix} a & b & c \\ d & e & f \\ g & h & i \end{pmatrix}$ and $C = \begin{pmatrix} p & q & r \\ s & t & u \\ v & w & x \end{pmatrix}$.

Then $AB = \begin{pmatrix} 0 & 0 & b \\ 0 & 0 & e \\ 0 & h \end{pmatrix}$ and $BC = \begin{pmatrix} 0 & 0 & 0 \\ v & w & x \\ 0 & 0 & 0 \end{pmatrix}$. The nilpotence of $AB$ and $BC$ implies $h = \text{Tr} \ AB = w = \text{Tr} \ BC = 0$. Then $ABC = \begin{pmatrix} bv & 0 & bx \\ ev & 0 & ex \\ 0 & 0 & 0 \end{pmatrix}$, and by the nilpotence of $ABC$, $bv = \text{Tr} \ ABC = 0$. The case $b = 0$ is $AB = eB$ and the case $v = 0$ is $BC = xB$. □

**Corollary 2.2.6.** If $(C, B, A) \in \mathcal{N}^3(k^3)$ and $\text{rank}(B) \leq 1$, then $ABC = 0$.

**Proof.** Assume that $\text{rank}(B) = 1$, and $A, C \neq 0$. By Lemma 2.2.5 and after rescaling $A$ or $C$, we may suppose that $BC = B$ or $AB = B$. In the first case we will have $(C^2, B, A) \in \mathcal{N}^3(k^3)$, and by Corollary 2.2.2, $ABC = A(BC)C = ABC^2 = 0$. For the case $AB = B$, applying a similar argument to the tuple $(A^t, B^t, C^t)$ of the transposes of $A, B, C$, we will obtain $(ABC)^t = C^tB^t(A^t)^2 = 0$, and hence $ABC = 0$. □

**Proof of Proposition 2.2.4.** Let $(E, D, C, B, A) \in \mathcal{N}^5(k^3)$. Then $(E, BCD, A)$ belongs to $\mathcal{N}^5(k^3)$, and by Lemma 2.2.3 with $d = 3, r = 2$, $\text{rank}(BCD) \leq 1$. Then,
by Corollary 2.2.6, \( ABCDE = 0 \) and \( N(3) \leq 5 \). Moreover, when \( \text{char } k \neq 2 \), it is a straightforward computation to show that \((D, C, B, A) \in \mathcal{N}^4(k^3)\), with

\[
A = \begin{pmatrix} -2 & -6 & 1 \\ 3 & 9 & 16 \\ -1 & -3 & 16 \end{pmatrix}, B = \begin{pmatrix} 0 & 1 & 0 \\ 0 & 0 & 1 \\ 0 & 0 & 0 \end{pmatrix}, C = \begin{pmatrix} 1 & 1 & 0 \\ 1 & 1 & 4 \\ -1 & -1 & -2 \end{pmatrix}, D = \begin{pmatrix} -1 & 3 & 16 \\ 1 & -3 & -16 \\ 1 & 2 & 4 \end{pmatrix}
\]

and \( AB = \begin{pmatrix} 4 & 8 & 16 \\ -6 & -12 & -24 \\ 2 & 4 & 8 \end{pmatrix} \neq 0. \)

\[ \square \]

**Remark 2.2.7.** This last proposition shows that, in general we cannot expect \( N(d) = d \). For that reason, the hypothesis of Theorem 2.1.3 does not imply any kind of simultaneous triangularization. In fact, it is not hard to prove that the matrices in the last example we gave in \( \mathcal{N}^4(k^3) \) are not simultaneously triangularizable, since \( A \) and \( B \) do not have a common invariant subspace of dimension 1.

### 2.3 A polynomial identity

For the proof of Theorem 2.1.2 we need some notation. Let \( k \) be a field with algebraic closure \( \overline{k} \). For \( d, N \in \mathbb{N} \), consider \( Nd^2 \) variables \( x_{i,j} \) with \( 1 \leq i \leq N \), \( 1 \leq j \leq d^2 \) and let \( R_{d,N} \) be the polynomial ring \( k[x_{i,j}] \). If \( A_1, \ldots, A_N \in M_d(\overline{k}) \) and \( f \in R_{d,N} \), by \( f(A_1, \ldots, A_N) \) we mean the element \( f((a_{i,j})) \) where \( (a_{i,j}) \) are the coefficients of \( A_i \) in some fixed order.

Recall that a polynomial \( f \in k[y_1, \ldots, y_m] \) is homogeneous of degree \( \lambda \geq 0 \) if it is of the form \( \sum c_{i_1, \ldots, i_m} y_1^{i_1} \cdots y_m^{i_m} \) for some \( c_{i_1, \ldots, i_m} \in k \), \( i_1, \ldots, i_m \geq 0 \). We say that monomial \( f \in R_{d,N} \) is multihomogeneous of degree \( \text{deg } f = (\lambda_1, \ldots, \lambda_N) \in (\mathbb{N} \cup \{0\})^N \) if it is of the form \( f(x_{i,j}) = c \prod x_{i,j}^{u_{i,j}} \), where \( c \in k \), \( u_{i,j} \geq 0 \) and \( \sum u_{i,j} = \lambda_i \) for all \( 1 \leq i \leq N \), and that a polynomial \( p \in R_{d,N} \) is said to be multihomogeneous of degree \( \text{deg } p \) if it is a finite sum of multihomogeneous monomials of degree \( \text{deg } p \). This is equivalent to say that, for each \( 1 \leq i \leq N \), \( p \) is homogeneous of degree \( \lambda_i \) in the variables \( x_{1,i} \ldots x_{d^2,i} \).

For \( 1 \leq j \leq d^2 \) denote by \( f_j \) the polynomial in \( R_{d,N} \) representing the map that sends the \( N \)-tuple \( (A_1, \ldots, A_N) \in \overline{k}^{Nd^2} \) to the \( j \)-th entry of \( A_N \cdots A_1 \). Also, for \( 1 \leq \ell \leq d \) and \( 1 \leq \alpha \leq \beta \leq N \), let \( T_{\alpha,\beta}^\ell \in R_{d,N} \) be the polynomial that represents the map \( (A_1, \ldots, A_N) \mapsto \text{Tr}^N(A_{\beta} \cdots A_{\alpha}) \).

It is not hard to see that \( f_j \) are multihomogeneous of degree \((1, \ldots, 1, 1)\) and that \( T_{\alpha,\beta}^\ell \) are multihomogeneous of degree \((0, \ldots, 0, \ell, \ldots, \ell, 0, \ldots, 0)\), with the \( \ell \)'s in positions \( \alpha, \alpha + 1, \ldots, \beta \).

Our purpose is to prove the following:

**Theorem 2.3.1.** If \( N = N(d) \) is given by Theorem 2.1.3, there is some \( r \in \mathbb{N} \) such that for all \( 1 \leq j \leq d^2 \) there exist multihomogeneous polynomials \( p_{j,\ell}^{\alpha,\beta} \in R_{d,N} \) of degree \( r \text{deg } f_j - \text{deg } T_{\alpha,\beta}^\ell \in (\mathbb{N} \cup \{0\})^N \) such that

\[
(f_j)^r = \sum_{\alpha, \beta, \ell} p_{j,\ell}^{\alpha,\beta} T_{\alpha,\beta}^\ell.
\]
The natural tool to prove this result is Hilbert’s Nullstellensatz. If $I \subset k[y_1, \ldots, y_m]$ is a homogeneous ideal (i.e. generated by homogeneous polynomials), let $Z(I)$ be its zero locus in $\mathbb{P}^{m-1} = \mathbb{P}^{m-1}(k)$. Also, for $Z \subset \mathbb{P}^{m-1}(k)$, let $I(Z) \in k[y_1, \ldots, y_m]$ be the homogeneous ideal of polynomials $f$ that vanish on $Z$. The statement of Projective Nullstellensatz is the following (see e.g. [16, Sec. 4.2] and [27, Thm. 30.6]).

**Theorem 2.3.2** (Projective Nullstellensatz). If $I \subset k[y_1, \ldots, y_m]$ is a homogeneous ideal, then $I(Z(I))$ is equal to $\sqrt{I}$, the radical ideal of $I$, provided that $Z(I) \neq \emptyset$.

**Proof of Theorem 2.3.1.** Consider $k^{(d^2)^N}$ with coordinates $(z_{i_1,\ldots,i_N})_{1 \leq i_1,\ldots,i_N \leq d^2}$. Let 

$$\varphi : (K^{d\times d})^N \to k^{(d^2)^N}$$

be the Segre map such that the $(i_1 \cdots i_N)$-coordinate of 

$$\varphi(A_1, \ldots, A_N) = a_{1,i_1} \cdots a_{N,i_N},$$

where $a_{j,i}$ is the $i$-th coordinate of $A_j$. Let 

$$\hat{\varphi} : (\mathbb{P}^{d-1})^N \to \mathbb{P}^{(d^2)^N-1}$$

be the induced projective Segre embedding. As $\text{Im} \hat{\varphi} \subset \mathbb{P}^{(d^2)^N-1}$ is an algebraic set there is a homogeneous ideal $J \subset k[z_{i_1,\ldots,i_N}]$ such that 

$$\text{Im} \hat{\varphi} = Z(J)$$

(for references see e.g. [25, Ex. 2.11]). Let $I \subset R_d$, $N$ be the ideal generated by the polynomials $T^{\alpha}_{\beta,\gamma}$ and let $W$ be the zero locus of $I$ in $(\mathbb{P}^{d-1})^N$ (which is well defined since $T^{\alpha}_{\beta,\gamma}$ are multihomogeneous).

Given $\alpha, \beta, \ell$ and $\gamma \in (j_1, \ldots, j_{\alpha-1}, j_{\beta+1}, \ldots, j_N) \in \{1, \ldots, d^2\}^{N-\beta+\alpha-1}$, define 

$$u_\gamma \in R_d, N$$

as 

$$u_\gamma(A_1, \ldots, A_N) = (a_{1,j_1} \cdots a_{(\alpha-1), j_{\alpha-1}, a_{(\beta+1), j_{\beta+1}} \cdots a_{N,j_N})$$

with the convention $a_{1,j_1} \cdots a_{0,j_0} = a_{(N+1), j_{N+1}} \cdots a_{N,j_N} = 1$. Also, let 

$$S^\ell_{\alpha,\beta,\gamma}(\varphi(A_1, \ldots, A_N)) = T^{\alpha}_{\beta,\gamma}(A_1, \ldots, A_N)(u_\gamma(A_1, \ldots, A_N))^\ell$$  \hspace{1cm} (2.7)

for all $A_1, \ldots, A_N \in k^{d\times d}$. In a similar way, define $g_j \in k[z_{i_1,\ldots,i_N}]$ as the homogeneous polynomial of degree $1$ such that $g_j \circ \varphi = f_j$. It is clear that, for all $P \in (\mathbb{P}^{d-1})^N$, $T^{\alpha}_{\beta,\gamma}(P) = 0$ if and only if $S^\ell_{\alpha,\beta,\gamma}(\varphi(P)) = 0$ for all $\gamma$. We deduce from this that $Z(I') \cap \text{Im} \hat{\varphi} = Z(I' + J)$, where $I' \subset k[z_{i_1,\ldots,i_N}]$ is the homogeneous ideal generated by the polynomials $S^\ell_{\alpha,\beta,\gamma}$.

Now, note the following: for a matrix $A$ of order $d \times d$, the non leading coefficients of its characteristic polynomial are precisely $(-1)^\ell \text{Tr}^\ell(A)$, with $1 \leq \ell \leq d$. By this observation, the set $W$ is precisely the set of $N$-tuples $(A_1, \ldots, A_N) \in (\mathbb{P}^{d-1})^N$ such that $(B_1, \ldots, B_N) \in N^d_d(k) = M$ for all $B_i$ in the class of $A_i$. Clearly this set is non-empty, since it contains the $N$-tuples $(M, \ldots, M)$ with $M$ being the class of a nilpotent non zero matrix. This implies that $Z(I' + J) = \hat{\varphi}(W)$.

Hence, by our choice of $N$, Theorem 2.1.3 guarantees us that $f_j(P) = 0$ for all $P \in W$ and $g_j(Q) = 0$ for all $Q \in \varphi(W)$. Then Nullstellensatz applies and $g_j \in I(\varphi(W)) = \sqrt{I'} + J$.

Let $r \in \mathbb{N}$ be big enough such that $(g_j)^r \in I' + J$ for all $j$. There are polynomials $q^{\alpha,\beta,\gamma}_j \in k[z_{i_1,\ldots,i_N}]$ and $h_j \in J$ such that

$$(g_j)^r = h_j + \sum_{\alpha,\beta,\gamma} q^{\alpha,\beta,\gamma}_j S^\ell_{\alpha,\beta,\gamma}.$$  \hspace{1cm} (2.8)

Since $J$ is a homogeneous ideal, and comparing homogeneous degrees, we may assume that the $h_j$ and the $q^{\alpha,\beta,\gamma}_j$ are homogeneous of degree $r \deg g_j = r$ and $r \deg g_j - \deg S^\ell_{\alpha,\beta,\gamma} = r - \ell$ respectively. Composing (2.8) with $\varphi$, and using (2.7)
and the fact that $h_j \circ \varphi = 0$ for all $j$ (by the definition of $J$), we obtain (2.6) and our desired result with $p_{j,\ell} = \sum_{\gamma} (g_{j,\ell} \circ \varphi) \cdot (u_{\gamma})^\ell$.

Remark 2.3.3. Although in the hypothesis and in the proof of Theorem 2.3.1 the constant $r$ depends on the field $k$, this can be avoided by means of the effective Nullstellensatz [47]. Roughly, it says that the constant $r$ in equation (2.8) can be chosen lower than a constant depending only on the degree of $g_j$ and on the number and degrees of generators of the ideal $I' + J$. The degrees of the polynomials $g_j$ and $S_{\alpha,\beta}^\ell$ have a bound depending only on $d$ and $N$, and the same can be said for a suitable set generators of $J$. A description this ideal for the case $N = 2$ is given in [25, Ex. 2.11].

2.4 Proof of Theorem 2.1.2

Theorem 2.3.1 is the fundamental relation that we will need to prove inequality (2.3).

For the next we will assume that $k$ is a local field. That is, a field together with an absolute value $|\cdot| : k \to \mathbb{R}^+$ that inherits a non-discrete locally compact topology on $k$ via the induced metric. Examples of these include $\mathbb{R}, \mathbb{C}$ with the standard absolute values and fields of $p$-adic numbers $\mathbb{Q}_p$ for a prime $p$. For more information about local fields, see [36].

We will work on the finite dimensional vector space $k^d$, where $k$ is a local field with absolute value $|\cdot|$. In this situation, we consider the norm on $M_d(k)$ given by $\|A\|_0 = \max_{1 \leq j \leq d^2} |a_j|$, where $a_j$ are the entries of $A$. Since the absolute value on $k$ extends in a unique way to an absolute value on $k$ (see Lang’s Algebra [35, XII.2, Prop. 2.5]), the spectral radius of a matrix $A \in M_d(k)$ is then defined in the usual way.

We begin with a lemma.

Lemma 2.4.1. If $f \in k[x_{i,j}]$ is a multihomogeneous polynomial of degree $\deg f = (\lambda_1, \ldots, \lambda_N)$, then there exists some $C > 0$ such that

$$|f(A_1, \ldots, A_N)| \leq C\|A_1\|_0^{\lambda_1} \cdots \|A_N\|_0^{\lambda_N}$$

for all $A_1, \ldots, A_N \in M_d(k)$.

Proof. Since $f$ is a finite sum of multihomogeneous monomials of degree $\deg f$, it is enough to prove the result when $f$ is a monomial. In that case, $f(X_1, \ldots, X_N) = c\prod_{i=1}^N \prod_{j=1}^{d^2} X_{i,\ell_{i,j}}$, for some $1 \leq \ell_{i,j} \leq d^2$ and $c \in k$. So, given $A_1, \ldots, A_N \in M_d(k)$,

$$|f(A_1, \ldots, A_N)| = |c|\prod_{i=1}^N \prod_{j=1}^{d^2} |A_{i,\ell_{i,j}}| \leq |c|\prod_{i=1}^N \|A_i\|_0^{\lambda_i}.$$

The lemma is then proved.

Proof of Theorem 2.1.2. Let $N = N(d)$ and $r > 1$ be given by Theorems 2.1.3 and 2.3.1 respectively. Since in a finite dimensional local field all norms are equivalent [35, XII.2, Prop. 2.2], we only have to check the result for the norm
Lemma 2.4.3. For all $\delta > 0$, there exist constants $C_0 > 0$ such that

$$\|A\| \leq C_0^2 \|A\|^{1/2} \leq C_0 \|A\|^2.$$  

(2.9)

Also, as the polynomials $p_{\alpha,\beta}^{\ell}$ in the statement of Theorem 2.3.1 have degree $(r,\ldots,r-r,\ldots,r-r,\ldots,r)$, by Lemma 2.4.1 there is a constant $C_0$ independent of $A_1,\ldots,A_N$ such that $|p_{\alpha,\beta}^{\ell}(A_1,\ldots,A_N)| \leq C_0(\prod_{s=1}^N \|A_s\|_0)^r(\prod_{t=\alpha}^{r} \|A_t\|_0)^{-\ell}$ for all $j,\alpha,\beta,\ell$. Thus, from (2.6) we obtain the following:

$$\|A_N \cdots A_1\|_0 = \max_j |f_j(A_1,\ldots,A_N)|^r$$

$$\leq \max_{\alpha,\beta,\ell} \sum_j |p_{j,\ell}^{\alpha,\beta}(A_1,\ldots,A_N)||T_{\alpha,\beta}^{\ell}(A_1,\ldots,A_N)|$$

$$\leq C_0 \sum_{\alpha,\beta,\ell} \left( \prod_{s=1}^N \|A_s\|_0 \right) \left( \prod_{t=\alpha}^{r} \|A_t\|_0 \right)^{-\ell} \left( \frac{d}{\ell} \right)^r \rho(A_\beta \cdots A_\alpha)^\ell$$

$$\leq C_1^r \left( \prod_{i=1}^N \|A_i\|_0 \right)^r \max_{\alpha,\beta,\ell} \left( \frac{\rho(A_\beta \cdots A_\alpha)}{\prod_{t=\alpha}^{r} \|A_t\|_0} \right)^\ell,$$

for some $C_1 > 0$.

Now, let $\Lambda = \max_{\alpha,\beta} \left( \frac{\rho(A_\beta \cdots A_\alpha)}{\prod_{t=\alpha}^{r} \|A_t\|_0} \right)$. An easy computation shows that $\|AB\|_0 \leq d\|A\|_0\|B\|_0$ for all $A,B \in M_d(k)$. Moreover, comparing the norm $\|\cdot\|_0$ with some operator norm on $M_d(k)$, we can find some $D \geq 1$ such that $\rho(A) \leq D\|A\|_0$ for all $A \in M_d(k)$. This facts together imply that $\Lambda \leq Dd^N$, and hence $\Lambda^r \leq (Dd^N)^{d-1}\Lambda$. Also, depending on whether $\Lambda$ is greater to 1 or not, we have $\Lambda^r \leq \max(\Lambda,\Lambda^d)$ for all $1 \leq \ell \leq d$. Thus we conclude

$$\|A_N \cdots A_1\|_0^r \leq C_1^r \left( \prod_{i=1}^N \|A_i\|_0 \right)^r \max(\Lambda,\Lambda^d) \leq C^r \left( \prod_{i=1}^N \|A_i\|_0 \right)^r \cdot \Lambda$$

for some $C > 0$. Applying $r$-th root to the last inequality, we obtain (2.3) with $\delta = 1/r$.

2.4.1 The case of the complex numbers

When the base field is $k = \mathbb{C}$ we can say a little more. Recall that for a norm $\|\cdot\|$ on $\mathbb{C}^d$, the operator norm on $M_d(\mathbb{C})$ (also denoted by $\|\cdot\|$) is defined by $\|A\| = \sup_{v \in \mathbb{C}^d \setminus \{0\}} \|Av\|/\|v\|$.

Proposition 2.4.2. For $d \in \mathbb{N}$ and $N(d)$ given by Theorem 2.1.2, there are constants $C > 1$ and $0 < \delta < 1$ such that inequality (2.3) holds for all operator norms $\|\cdot\|$ on $M_d(\mathbb{C})$ and $A_1,\ldots,A_N \in M_d(\mathbb{C})$.

We will need the following lemma [5, Lem. 3.2]:

Lemma 2.4.3. For all $d \in \mathbb{N}$ there exists a constant $C_0 > 1$ such that for every two operator norms $\|\cdot\|$ and $\|\cdot\|_1$ on $M_d(\mathbb{C})$ there exists some $S \in \text{GL}_d(\mathbb{C})$ such that for every $A \in M_d(\mathbb{C})$:

$$C_0^{-1} \|A\| \leq \|SAS^{-1}\|_1 \leq C_0 \|A\|.$$  

(2.9)
Proof of Proposition 2.4.2: Fix an operator norm \(\|\cdot\|_1\) on \(M_d(\mathbb{C})\) with respective constant \(C\) given by Theorem 2.1.2. Let \(C_0\) be given by Lemma 2.4.3, and let \(\|\cdot\|\) be an arbitrary norm on \(M_d(\mathbb{C})\). Let \(S \in \text{GL}_d(\mathbb{C})\) be relating \(\|\cdot\|\) and \(\|\cdot\|_1\) as in (2.9).

Given \(A_1, \ldots, A_N \in M_d(\mathbb{C})\) let \(B_i = S A_i S^{-1}\) for all \(i\). We have
\[
\|A_N \cdots A_1\| \leq C_0 \|B_N \cdots B_1\|_1
\]
\[
\leq CC_0 \left( \prod_{1 \leq i \leq N} \|B_i\|_1 \right) \max_{1 \leq \alpha \leq \beta \leq N} \left( \frac{\rho(B_\beta \cdots B_\alpha)}{\prod_{\alpha \leq i \leq \beta} \|B_i\|_1} \right)^{\delta}
\]
\[
\leq C(C_0)^{N+1} \left( \prod_{1 \leq i \leq N} \|A_i\|_1 \right) \max_{1 \leq \alpha \leq \beta \leq N} \left( \frac{(C_0)^{\beta-\alpha+1} \rho(A_\beta \cdots A_\alpha)}{\prod_{\alpha \leq i \leq \beta} \|A_i\|_1} \right)^{\delta}
\]
\[
\leq C(C_0)^{2N+1} \left( \prod_{1 \leq i \leq N} \|A_i\|_1 \right) \max_{1 \leq \alpha \leq \beta \leq N} \left( \frac{\rho(A_\beta \cdots A_\alpha)}{\prod_{\alpha \leq i \leq \beta} \|A_i\|_1} \right)^{\delta}.
\]

It is clear that \((C_0)^{2N+1}\) does not depend on \(\|\cdot\|\).

Proposition 2.4.2 allows to conclude the following inequality:

**Theorem 2.4.4.** Given \(d \in \mathbb{N}\) there exists a constant \(C = C(d) > 1\) such that following inequality is valid for all bounded sets \(\mathcal{M} \subset M_d(\mathbb{C})\):
\[
\Re(\mathcal{M}) \leq C \sup_{1 \leq j \leq N(d)} \left( \sup \{ \rho(A_1 \cdots A_j) : A_i \in \mathcal{M}\} \right)^{1/j}.
\]

This inequality was first proved by Bochi in [5], and it has Theorem 2.1.1 as an immediate consequence. In [9], Breuillard gave another proof of this inequality, and used it to study semigroups of invertible matrices.

**Proof of Theorem 2.4.4:** For \(1 \leq j \leq N(d)\), define \(\rho_j = \sup \{ \rho(A_1 \cdots A_j) : A_i \in \mathcal{M}\}\). For an arbitrary norm \(\|\cdot\|\) on \(M_d(\mathbb{C})\), take supremum for \(A_i \in \mathcal{M}\) in both sides of (2.3). We obtain
\[
\Re(\mathcal{M})^N \leq \sup_{A_i \in \mathcal{M}} \|A_N \cdots A_1\|
\]
\[
\leq C \max_{1 \leq j \leq N} \left( \sup_{A_i \in \mathcal{M}} \|A\|^{N-j} \cdot (\rho_j)^{\delta} \right). \tag{2.10}
\]

Now, recall that \(\Re(\mathcal{M}) = \inf_{\|\cdot\|} \sup_{A_i \in \mathcal{M}} \|A\|\), where the infimum is taken over all operator norms on \(M_d(\mathbb{C})\) (for a proof, see [46]), and let \(\|\cdot\|_n\) be a sequence of operator norms on \(M_d(\mathbb{C})\) such that \(\sup_{A_i \in \mathcal{M}} \|A\|_n \to \Re(\mathcal{M})\). Taking a subsequence, we may assume that for all \(\|\cdot\|_n\), the maximum in the right hand side of (2.10) is achieved by the same index \(j \in \{1, \ldots, N\}\). Then, taking limit as \(n\) tends to infinity in (2.10) we will have
\[
\Re(\mathcal{M})^N \leq C(\rho_j)^{\delta} \cdot \Re(\mathcal{M})^{N-j^{\delta}} \tag{2.11}
\]
(here is where we use Proposition 2.4.2 since \(C\) does not depend on \(n\)). If \(\Re(\mathcal{M}) = 0\) the conclusion is obvious. Otherwise, dividing by \(\Re(\mathcal{M})^{N-j^{\delta}}\) and taking \(j^{\delta}\)-th root in (2.11) we obtain the desired inequality.
2.5 Ergodic-theoretical consequences

For the proof of Theorem 2.1.4, we will need the following result which may be seen as a quantitative version of Poincaré’s recurrence Theorem for measure preserving transformations. It is a consequence of Birkhoff Ergodic Theorem, and the fact that for a measurable set $U$ of positive measure, for almost all points $x$ in $U$, the frequency of points of the sequence $x, Tx, T^2x, \ldots$ that belong to $U$ is positive. For a detailed proof, see [4, Lem. 3.12].

**Lemma 2.5.1.** Let $T : X \to X$ be a measure preserving map over the probability space $(X, \mathcal{F}, \mu)$, and let $U \in \mathcal{F}$ have positive measure. Given $\gamma > 0$, there exists a measurable map $N_0 : U \to \mathbb{N}$ such that, for $\mu$–a.e. $x \in U$ and $n \geq N_0(x)$ and $t \in [0, 1]$ there is some $\ell \in \{1, \ldots, n\}$ with $T^\ell(x) \in U$ and $|(\ell/n) - t| < \gamma$.

**Proof of Theorem 2.1.4.** Fix an operator norm $\|\cdot\|$ on $M_d(k)$, and let $Y = \{x \in X : \lambda(x) \in \mathbb{R}\}$. This is a measurable $T$-invariant set, and since $\rho(A) \leq \|A\|$ for all $A \in M_d(k)$, we have that both sides of (2.16) equal $-\infty$ for $\mu$-almost all $x \in X \setminus Y$. So we only have to check the result $\mu$–a.e. in $Y$.

Assume the contrary. That is, assume the existence of some $\epsilon > 0, K \in \mathbb{N}$ and a measurable set $U \subset Y$ of positive measure such that, for all $x \in U$, if $n \geq K$, then $\log(\rho(A^n(x))/n + \epsilon) \leq \lambda(x)$. By Egorov’s theorem, and restricting to a smaller subset if necessary, we may assume that on $U$, $\log\|A^n(x)/n\|$ converges uniformly to $\lambda(x)$.

Let $N, \delta$ and $C$ be as in the statement of Theorem 2.1.2 and let $\epsilon' = \epsilon/(2 + 6N\delta^{-1})$. By the uniform convergence assumption, there is some $M \geq 1$ such that, $n \geq M$ implies

$$|\log\|A^n(x)/n\| - n\lambda(x)| < n\epsilon'$$

for all $x \in U$. (2.12)

Take $x \in U$ and $N_0(x) \in \mathbb{N}$ such that Lemma 2.5.1 holds with $\gamma = 1/3N$, and let $n \geq \max(3NM, 3NK, 3N\log C/\delta\epsilon', N_0(x))$. Let $m_0 = 0$, and given $1 \leq i \leq N$ let $1 \leq m_i \leq n$ be such that

$$\left|\frac{m_i}{n} - \frac{i}{N}\right| < \frac{1}{3N}$$

and $T_{m_i}x \in U$. We have that $m_i - m_{i-1} > (in/N - n/3N) - ((i-1)/N + n/3N) = n/3N \geq \max(M, K, \log C/\delta\epsilon')$ for all $1 \leq i \leq N$.

Now apply Theorem 2.1.2 to $A_i = A_{m_{i} - m_{i-1}}(T^{m_{i-1}}x)$. By the cocycle relation, we obtain $A_N \cdots A_1 = A^{m_N}(x)$, and hence

$$\log\|A^{m_N}(x)\| \leq \log C + \sum_{i=1}^{N} \log\|A_{m_i - m_{i-1}}(T^{m_{i-1}}x)\|$$

$$+ \delta \left( \log\rho(A^{m_{\beta} - m_{\alpha}}(T^{m_{\alpha}}x)) - \sum_{i=\alpha}^{\beta} \log\|A_{m_i - m_{i-1}}(T^{m_{i-1}}x)\| \right)$$

(2.14)

for some $1 \leq \alpha \leq \beta \leq N$. But, by definition, $T^{m_i}x \in U$ for all $i$, and as $m_i - m_{i-1} \geq
M, (2.12) applies. Combining it with (2.14) we have
\[
\log \rho(A^{m_\beta - m_{\alpha-1}}(T^{m_{\alpha-1}}x)) \geq \sum_{i=0}^{\beta} \log \|A^{m_i-m_{i-1}}(T^{m_{i-1}}x)\|
\]
\[
+ \delta^{-1} \left( \log \|A^{\delta N}(x)\| - \sum_{i=1}^{N} \log \|A^{m_i-m_{i-1}}(T^{m_{i-1}}x)\| - \log C \right)
\]
\[
> (m_\beta - m_{\alpha-1})\lambda(x) - \epsilon' - \delta^{-1}(\log C + 2\epsilon' m_N)
\]
\[
= (m_\beta - m_{\alpha-1})\lambda(x) - (\epsilon'(m_\beta - m_{\alpha-1}) + 2\delta^{-1}m_N) + \delta^{-1}\log C
\]
On the other hand, by (2.13) we have
\[
\frac{m_N}{m_\beta - m_{\alpha-1}} < \frac{n}{N - \frac{2\epsilon N}{N}} \leq 3N.
\]
But, since \(T^{m_{\alpha-1}}x \in U\), and \((m_\beta - m_{\alpha-1}) \geq K\) we conclude
\[
\epsilon'(m_\beta - m_{\alpha-1}) + 2\delta^{-1}(m_N) + \delta^{-1}\log C = \epsilon' + \frac{\epsilon'2(m_N)}{\delta(m_\beta - m_{\alpha-1})} + \frac{\log C}{\delta(m_\beta - m_{\alpha-1})}
\]
\[
\leq \epsilon' + \epsilon'6N\delta^{-1} + \frac{\log C}{\delta(m_\alpha - m_{\alpha-1})}
\]
\[
\leq (2 + 6N\delta^{-1})\epsilon' = \epsilon
\]
This is the desired contradiction and the proof is complete. \(\square\)

2.6 Ergodic characterization of the JSR

In this section we interpret the joint spectral radius in terms of Ergodic Theory. Let \(\mathcal{M} \subset M_d(k)\) be a compact set of matrices, and consider the respective one-step cocycle \(A : X = \mathcal{M}^\mathbb{N} \to M_d(k)\). The logarithm of the joint spectral radius of \(\mathcal{M}\) equals
\[
\log(\rho(\mathcal{M})) = \lim_{n \to \infty} \sup_{A_i \in \mathcal{M}} \left( \log \left\| \frac{A_n \cdots A_1}{n} \right\| \right) = \lim_{n \to \infty} \sup_{x \in X} \left( \frac{\log \|A^n(x)\|}{n} \right).
\]
The right hand side of the previous identity equals the supremum of the upper Lyapunov exponents over all ergodic shift-invariant measures on the space \(\mathcal{M}^\mathbb{N}\) (see [39] for details). Specifically, we have
\[
\lim_{n \to \infty} \sup_{x \in X} \left( \frac{\log \|A^n(x)\|}{n} \right) = \sup_{\mu \in \mathcal{E}} \inf_{n \geq 1} \left( \frac{1}{n} \int_X \log \|A^n(x)\| \, d\mu \right) = \sup_{\mu \in \mathcal{E}} \lambda_+(\mu), \quad (2.15)
\]
where \(\mathcal{E}\) denotes the set of ergodic shift-invariant measures on \(\mathcal{M}^\mathbb{N}\). Therefore, Berger-Wang says that instead of considering all shift-invariant ergodic measures, it is sufficient to consider those supported on periodic orbits. A far-reaching extension of this result was obtained by Kalinin [30].

We now show how Theorem 2.1.4 implies Berger-Wang. First, we present a Poincaré’s recurrence-like version of 2.1.4:

**Corollary 2.6.1.** With the same assumptions of Theorem 2.1.4, let \(U \subset X\) be a measurable set of positive measure. Then for \(\mu\)-almost all \(x \in U\) there is a sequence \(1 \leq n_1 < n_2 < \cdots\) such that \(T^{n_j}x \in U\) for all \(j\), and satisfying:
\[
\lambda_+(x) = \lim_{j \to \infty} \frac{\log(\rho(A^{n_j}(x)))}{n_j}.
\]
Proof. Given $x \in U$, let $\mathcal{N}_x = \{ n \geq 1 : T^n x \in U \} = \{ n_1(x) < n_2(x) < \cdots \}$. By Poincaré’s recurrence, $\mathcal{N}_x$ is an infinite set for $\mu$-almost all $x \in U$. Let $T : U \to U$ be defined by $Tx = T^{n_1(x)}x$, which is well defined $\mu$-a.e. on $U$, and consider the induced cocycle $A : U \to M_d(k)$ given by $A(x) = A^{n_1(x)}(x)$. It is a well known fact that $T$ preserves the probability measure $\hat{\mu} = \mu(\cdot)/\mu(U)$ on $U$, and that the cocycle $(T, A)$ is $\hat{\mu}$-integrable \cite[Sec. 3.2]{6}. Then Theorem 2.1.4 applies and we obtain
\[
\lim_{k \to \infty} \frac{\log \|A^k(x)\|}{k} = \lim_{k \to \infty} \frac{\log ||A^{n_1+\cdots+n_k}(x)||}{k} = \limsup_{k \to \infty} \frac{\log ( \rho(A^{n_1+\cdots+n_k}(x)))}{k}
\]
for $\mu$-almost all $x \in U$. The conclusion follows by noting that the limit $\lim_{k \to \infty} \frac{n_1(x)+\cdots+n_k(x)}{k}$ exists and is a finite positive number for $\mu$-almost all $x \in U$ (this is a consequence of Birkhoff Ergodic Theorem).

We use Corollary 2.6.1 to prove Berger-Wang Theorem over a subshift of finite type.

**Proposition 2.6.2.** Let $X$ be a subshift of finite type with shift map $T : X \to X$ and let $\mu$ be a $T$-invariant probability measure on $X$. Let $A : X \to M_d(k)$ be a one-step cocycle. Then for $\mu$-almost all $x \in X$ there is a sequence $(p_k)_k \subset X$ of periodic points for $T$ such that
\[
\lambda_+(x) = \lim_{k \to \infty} \lambda_+(p_k).
\]
In particular we obtain the identity
\[
\lim_{n \to \infty} \left( \sup_{x \in X} \|A^n(x)\| \right)^{1/n} = \sup_{n \geq 1} \left( \sup_{x \in X : T^n x = x} \rho(A^n(x)) \right)^{1/n}. \tag{2.16}
\]

**Proof.** Suppose that the alphabet of $X$ is $\{1, \ldots, N\}$ and let $1 \leq \alpha \leq N$ be such that $\mu([\alpha]) > 0$, with $[\alpha] = \{x_1, x_2, \ldots \} \in X : x_1 = \alpha$. By Corollary 2.6.1, for $\mu$-almost all $x \in [\alpha]$ there is a sequence $1 \leq n_1 < n_2 < \cdots$ such that $T^{n_k}x \in [\alpha]$ for all $k$, and such that $\lambda_+(x) = \lim_{k \to \infty} \frac{1}{n_k} \log ( \rho(A^{n_k}(x)))$. If $x = (x_1, x_2, \ldots)$ the condition $T^{n_k}x \in [\alpha]$ is equivalent to $x_{n_k+1} = \alpha$, which implies that the periodic sequence $p_k$ with period $(x_1, \ldots, x_{n_k})$ also belongs to $[\alpha]$ (and hence to $X$) for all $k$. Since $\alpha$ was arbitrary and $X = \cup_{1 \leq \alpha \leq N} [\alpha]$, the conclusion follows.

Moreover, if we apply this result to an ergodic measure $\mu$ that maximizes the right hand side of (2.15), we obtain (2.16) after applying the exponential function. \qed

**Remark 2.6.3.** Applying Proposition 2.6.2 to the full shift we obtain the classical Berger-Wang identity (2.2) for all finite sets $F \subset M_d(k)$.

### 2.7 Geometric remarks

We can observe that the main ingredients of the proof of Theorem 2.1.4 were Theorem 2.1.2 and Poincaré’s recurrence Theorem. Therefore, if we had in another situation where an analogue of inequality (2.3) holds, then we should obtain a result similar to Theorem 2.1.4. This is the case of cocycles of isometries of Gromov
hyperbolic spaces. For definition and further properties of Gromov hyperbolicity see [11, 12, 13].

As it was proved in Chapter 1, if \( M \) is a Gromov hyperbolic space with distance \( d \), then there is a constant \( C > 0 \) such that, for all \( w \in M \) and \( f, g \) isometries of \( M \) we have

\[
d(fg, w) \leq C + \max \left( d(f, w) + d^\infty(g), d^\infty(f) + d(g, w), \frac{d(f, w) + d(g, w) + d^\infty(fg)}{2} \right),
\]

where \( d^\infty(h) = \lim_{n \to \infty} \frac{d(h^n, w, w)}{n} \) is the stable length.

In this context, given a probability space \((X, \mathcal{F}, \mu)\) and a measure preserving map \( T : X \to X \), a cocycle of isometries of \( M \) is a measurable map \( A : X \to \text{Isom}(M) \), where \( \text{Isom}(M) \) is the group of isometries of \( M \), endowed with the Borel \( \sigma \)-algebra induced by the compact-open topology. We say that the cocycle \( A \) is integrable if the map \( x \mapsto d(A(x)w, w) \) is integrable for some (and hence all) \( w \in M \). In the same way as for linear cocycles, we define the family of maps \( A^n : X \to \text{Isom}(M) \). For references about cocycles of isometries, see e.g. [21, 31].

Following the same steps of the proof of Theorem 2.1.4, we can obtain the following:

**Proposition 2.7.1.** Let \( M \) be a Gromov hyperbolic space, \( w \in M \), and let \( T \) be a measure-preserving transformation of a probability space \((X, \mathcal{F}, \mu)\). Also, let \( A : X \to \text{Isom}(M) \) be an integrable cocycle of isometries of \( M \). Then for \( \mu \)-almost all \( x \in X \) and we have the following limits exist in \( \mathbb{R}_+^n \) and are equal:

\[
\limsup_{n \to \infty} \frac{d^\infty(A^n(x))}{n} = \lim_{n \to \infty} \frac{d(A^n(x)w, w)}{n}.
\]

A result similar to Proposition 2.7.1 is far from being true if we do not assume a negative curvature condition on \( M \).

**Example 2.7.2.** Let \( X = \mathbb{S}^1 \) and \( \mu \) be the Lebesgue measure on \( X \). If \( T(z) = z^2 \) is the doubling map in \( X \), which preserves \( \mu \), and \( R_a(p) = p + a \) is the translation by \( a \neq 0 \) in \( \mathbb{R}^2 \), define the cocycle \( A : \mathbb{S}^1 \to \text{Isom}(\mathbb{R}^2) \) as \( A(z)p = T(z)R_a(z^{-1}p) \) for all \( p \in \mathbb{R}^2 \). Note that \( A^n(z)p = T^n(z)R_a^n(z^{-1}p) \) and hence the limit \( \lim_{n \to \infty} \frac{d(A^n(z)p, p)}{n} \) exists and equals \(|a| > 0 \) for all \( z \in \mathbb{S}^1 \) and \( p \in \mathbb{R}^2 \). On the other hand, if \( z \) is not a periodic point for \( T \), then \( A^n(z) \) is not a translation and hence has a fixed point. Thus we have that \( d^\infty(A^n(z)) = 0 \) for all \( n \in \mathbb{N} \) and all \( z \) in the set of non periodic point of \( T \), which is a full measure set with respect to \( \mu \).

We also have the corresponding analogues of Corollary 2.6.1 and Proposition 2.6.2:

**Corollary 2.7.3.** With the same assumptions of Proposition 2.7.1, let \( U \subset X \) be a measurable set of positive measure. Then for \( \mu \)-almost all \( x \in U \) there is a sequence \( 1 \leq n_1 < n_2 < \cdots \) such that \( T^{n_j}x \in U \) for all \( j \), and satisfying:

\[
\lim_{n \to \infty} \frac{d(A^n(x)w, w)}{n} = \lim_{j \to \infty} \frac{d(A^n(x))}{n}.
\]

**Proposition 2.7.4.** Let \( X \) be a subshift of finite type with shift map \( T : X \to X \) and let \( \mu \) be a \( T \)-invariant probability measure on \( X \). Let \( A : X \to \text{Isom}(M) \) be
a one-step cocycle of isometries of $M$. Then for $\mu$-almost all $x \in X$ there is a sequence $(p_k)_k \subset X$ of periodic points for $T$ such that

$$\lim_{n \to \infty} \frac{d(A^n(x), w)}{n} = \lim_{k \to \infty} \left( \lim_{n \to \infty} \frac{d(A^n(p_k), w)}{n} \right).$$

In particular we obtain the identity

$$\lim_{n \to \infty} \frac{1}{n} \left( \sup_{x \in X} d(A^n(x), w) \right) = \sup_{n \geq 1} \frac{1}{n} \left( \sup_{x \in X, T^n x=x} d^\infty(A^n(x)) \right).$$
Appendix

A Vietoris topology over topological groups

This appendix is dedicated to the topological results that we used in Section 1.5. Assume that \(X\) is a Hausdorff topological space and let \(\mathcal{P}(X)\) be the set of nonempty subsets of \(X\) endowed with the Vietoris topology defined in Section 1.5. Also let \(C(X)\) be the set of non empty compact subsets of \(X\).

The following theorem is a criterion for convergence of nets in \(\mathcal{P}(X)\) when the limit is compact. We need some notation: If \(A, B\) are directed sets, the notation \(B \prec_h A\) means that \(h : B \to A\) is a function satisfying the following condition: for all \(\alpha \in A\) there is some \(\beta \in B\) such that \(\gamma \geq \beta\) implies \(h(\gamma) \geq \alpha\). We say that a net \((x_\alpha)_{\alpha \in A}\) is a subnet of the net \((x_\beta)_{\beta \in B}\) if \(B \prec_h A\). For our purposes the criterion is as follows:

**Theorem A.1.** A net \((\Sigma_\alpha)_{\alpha \in A} \subset \mathcal{P}(X)\) converges to \(\Sigma \in C(X)\) if and only if both conditions below hold:

i) For every \(f \in \Sigma\) and every open set \(U\) containing \(f\) there exists \(\alpha \in A\) such that \(\beta \geq \alpha\) implies \(\Sigma_\beta \cap U \neq \emptyset\).

ii) Every net \((f_\beta)_{\beta \in B}\) with \(B \prec_h A\) and \(f_\beta \in \Sigma_\beta\) has a convergent subnet \((f_\gamma)_{\gamma \in C}\) with \(C \prec_k B\) and with limit in \(\Sigma\).

This result is perhaps known, but in the lack of an exact reference we provide a proof (compare with [11, Chpt. I.5, Lem. 5.32]).

**Proof.** We first prove the "if" part:

Let \(\langle U_1, \ldots, U_n \rangle\) a basic open containing \(\Sigma\). We must show that for some \(\alpha \in A\), if \(\beta \geq \alpha\) then \(\Sigma_\beta \subset \bigcup_{1 \leq i \leq n} U_i\) and \(\Sigma_\beta \cap U_i \neq \emptyset\) for all \(i\).

Suppose that our first claim is false. Then for all \(\alpha \in A\) there exists \(h(\alpha) \geq \alpha\) such that \(\Sigma_{h(\alpha)} \not\subset \bigcup_{1 \leq i \leq n} U_i\). That is, for all \(\alpha\) there exists \(f_{h(\alpha)} \in \Sigma_{h(\alpha)}\) such that \(f_{h(\alpha)} \notin U_i\) for all \(i\). Hence \((f_{h(\alpha)})_{\alpha \in A}\) is a net with \(A \prec_h A\) and since we are assuming ii), it has a convergent subnet \((f_{h(k(\gamma))})_{\gamma \in C}\) with limit \(f \in \Sigma\) and \(C \prec_k A\). But \(f \in U_j\) for some \(j\) and there is \(\gamma \in C\) with \(f_{h(k(\gamma))} \in U_j\), contradicting the definition of \(h(k(\gamma))\). So there exists \(\alpha_0\) such that \(\beta \geq \alpha_0\) implies \(\Sigma_\beta \subset \bigcup_{1 \leq i \leq n} U_i\).

Now, fix \(j \in \{1, \ldots, n\}\) and suppose that for all \(\alpha\), \(\Sigma_{\beta(\alpha)} \cap U_j = \emptyset\) for some \(\beta(\alpha) \geq \alpha\). Noting that \(\langle U_j, X \rangle\) also contains \(\Sigma\), there exists \(f \in \Sigma \cap U_j\), and by i)
there is some \( \alpha \) such that \( \Sigma_\beta \cap U_j \neq \emptyset \) for \( \beta \geq \alpha \), contradicting the existence of \( \Sigma_{\beta(\alpha)} \). So for all \( j \), there is some \( \alpha_j \) such that \( \Sigma_\beta \cap U_j \neq \emptyset \) for \( \beta \geq \alpha_j \) and hence any \( \alpha \geq \alpha_j \) for \( 0 \leq j \leq n \) satisfies our requirements.

For the converse, suppose that \( \Sigma_\alpha \) tends to \( \Sigma \). Let \( f \in \Sigma \) and \( U \) be an open neighborhood of \( f \). The set \( \langle U, X \rangle \) is open and contains \( \Sigma \). So there exists some \( \alpha \) such that for all \( \beta \geq \alpha \), \( \Sigma_\beta \in \langle U, X \rangle \) and hence \( \Sigma_\beta \cap U \neq \emptyset \).

Finally, let \( (f_{h(\beta)})_{\beta \in B} \) be a net with \( B \prec_h A \) and \( f_{h(\beta)} \in \Sigma_{h(\beta)} \). We claim that this net has a subnet converging to an element of \( \Sigma \). For \( \beta \in B \) consider the set \( E(\beta) = \{ f_{h(\gamma)} : \gamma \in B \text{ and } \gamma \geq \beta \} \subset X \) and let \( F(\beta) = E(\beta) \).

If \( \bigcap_{\beta \in B} F(\beta) \cap \Sigma = \emptyset \), the collection \( \{ X \setminus F(\beta) \}_{\beta \in B} \) is an open cover of \( \Sigma \) and by compactness it has a minimal finite subcover \( \{ X \setminus F(\beta_i) \}_{1 \leq i \leq m} \). This implies that \( \Sigma \in \langle X \setminus F(\beta_i) \rangle_{1 \leq i \leq m} \) and by our convergence assumption, for some \( \alpha_0 \in A \) it happens that \( \Sigma_\alpha \subset \bigcup_{1 \leq i \leq m} X \setminus F(\beta_i) \) when \( \alpha \geq \alpha_0 \). But \( B \prec_h A \), so if we take \( \beta_0 \in B \) such that \( h(\beta_0) \geq \alpha_0 \) and \( \beta' \) greater than \( \beta_0 \) for all \( 0 \leq i \leq m \), then \( f_{h(\beta')} \notin F(\beta_i) \) for some \( i \). This contradicts that \( f_{h(\beta')} \in E(\beta_i) \subset F(\beta_i) \). So there exists some \( f \in \bigcap_{\beta \in B} F(\beta) \cap \Sigma \).

Then for every open neighborhood \( U \) of \( f \) and every \( \beta \in B \), there exists some \( k(U, \beta) \geq \beta \) such that \( f_{h(k(U, \beta))} \in U \cap E(\beta) \). Let \( N \) be the set of open neighborhoods of \( f \) partially ordered by reverse inclusion. In this way \( N \times B \) with the product order becomes a directed set. Now consider the map \( k : N \times B \to B \) and let \( \beta \in B \). For some \( U_0 \in N \), every \( (V, \gamma) \in N \times B \) with \( (V, \gamma) \geq (U_0, \beta) \) satisfies \( k(V, \gamma) \geq \gamma \geq \beta \). So \( N \times B \prec_k B \) and \( (f_{h(k(\lambda))})_{\lambda \in N \times B} \) is a subnet of \( (f_{h(\beta)})_{\beta \in B} \).

To finish the proof we must verify that \( f \) is the limit to this subnet. So, let \( U \in N \). For \( (U, \beta) \in N \times B \) we have that \( (V, \gamma) \geq (U_0, \beta) \) implies \( f_{h(k(V, \gamma))} \in V \cap E(\gamma) \subset U \). So \( f \) is our desired limit and our claim is proved.

As application to Theorem 1 let \( G \) be a Hausdorff topological group with identity \( e \). If \( o : G \times G \to G \) is the composition map and \( \Sigma, \Pi \in C(G) \) then \( \Sigma \Pi = o(\Sigma \times \Pi) \subset C(G) \), so it induces a composition map \( \pi : C(G) \times C(G) \to C(G) \). We establish that this map is continuous.

**Theorem A.2.** The composition map \( \pi : C(G) \times C(G) \to C(G) \) given by \( \pi(\Sigma, \Pi) = \Sigma \Pi \) is continuous.

**Proof.** Let \( (\Sigma_\alpha, \Pi_\alpha)_{\alpha \in A} \) be a net that converges to \( (\Sigma, \Pi) \). We claim that \( (\Sigma_\alpha \Pi_\alpha)_{\alpha \in A} \) tends to \( \Sigma \Pi \). For that, we use the equivalence given by Theorem 1. Let \( f \in \Sigma \), \( g \in \Pi \) and \( U \) be an open neighborhood of \( fg \). So \( f^{-1}Ug^{-1} \) is an open neighborhood of \( e \) and hence there exists \( V \) open with \( e \in V \subset V^2 \subset f^{-1}Ug^{-1} \). Then we have \( f \in fV \) and \( g \in Vg \).

So there exists \( \alpha_1 \) and \( \alpha_2 \) such that \( \beta \geq \alpha_1 \) implies \( \Sigma_\beta \cap fV \neq \emptyset \) and \( \beta \geq \alpha_2 \) implies \( \Sigma_\beta \cap Vg \neq \emptyset \). If we take \( \alpha_0 \) greater than \( \alpha_1 \) and \( \alpha_2 \), for \( \beta \geq \alpha_0 \) there exists \( f_\beta \in \Sigma_\beta \) and \( g_\beta \in \Sigma_\beta \) such that \( f_\beta \in fV \) and \( g_\beta \in Vg \). We conclude that for all \( \beta \geq \alpha_0 \), \( f_\beta g_\beta \in fVg \subset U \), hence \( \Sigma_\beta \Pi_\beta \cap U \neq \emptyset \) for all \( \beta \geq \alpha_0 \).

Now, let \( B \prec_h A \) be such that \( (f_{h(\beta)}g_{h(\beta)})_{\beta \in B} \) is a net with with \( f_{h(\beta)} \in \Sigma_{h(\beta)} \) and \( g_{h(\beta)} \in \Pi_{h(\beta)} \). We must exhibit a subnet converging to an element in \( \Sigma \Pi \). But it is easy. Since \( \Sigma_{h(\beta)} \to \Sigma \), there exists \( C \prec_k B \) such that \( (f_{h(k(\gamma))})_{\gamma \in C} \) is a net that tends to \( f \in \Sigma \). Also, as \( C \prec_k A \) there exists \( D \prec_l C \) with \( (gh_{h(k(\lambda))})_{\lambda \in D} \) a
net that converges to $g \in \Pi$. Then $(f_{h_\lambda}g_{h_\lambda})_{\lambda \in D}$ tends to $fg \in \Sigma \Pi$. Our proof is complete. 

**Corollary A.3.** The map $\Sigma \mapsto \Sigma^n$ is continuous in $\mathcal{C}(G)$ for all $n \in \mathbb{Z}^+$. 
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